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Foreword

This text treats an important area in the qualitative theory of dynamical systems, so it is
useful to consider the context and history of the subject and where the content of this text
fits.

Dynamical systems is a subset of mathematics which deals with how various aspects
of the world evolve in time. Historically one of the seminal issues addressed by dynamical
systems was to describe the motion of the solar system. The genius of Newton enabled
him to model the problem abstractly as a differential equation – the n-body problem. The
planets were abstracted to point masses and the differential equation was derived from
Newton’s F D ma law, assuming a force due to gravity inversely proportional to the
square of the distance between bodies. Mathematicians, as they are wont to do, have
focused on the abstract problem despite the fact that, after the advent of relativity, it became
clear that many interesting aspects of the real world were not well modeled by Newton’s
equation. While the case of two bodies was relatively understandable, the situation with
more bodies was intractable. But studying this model – as an end in itself – remains an
active area of research.

In the late nineteenth century it became clear that there is even a question of what it
means to “solve the n-body problem.” For example, even an explicit closed form solution
for any initial condition would not answer the questions of can one find the periodic solu-
tions, or can there be a non-collision singularity where some of the bodies go to infinity in
finite time. As a result mathematicians like Henri Poincaré were led to study qualitative
properties of dynamical systems such as the existence of periodic orbits, or more gener-
ally, the existence of invariant measures which would guarantee recurrent orbits. One
naturally also wanted to know the topology of invariant sets and the statistical properties
of invariant measures.

The flow of solutions to n-body problem is quite special in that it preserves a Lebesgue
measure and hence by the Poincaré recurrence theorem every subset of positive measure
will recur. In some sense the opposite extreme is exhibited by gradient flows of smooth



functions. For these the only invariant measures are the dynamically trivial ones supported
on fixed points. It was Charles Conley who realized that for a very general class of flows
these two types of behavior – recurrent and gradient-like – can provide a good qualitative
description of the dynamics. His result (sometimes called Conley’s FundamentalTheorem
of Dynamical Systems) is presented as Theorem 1.2 and Theorem 1.3 in the text.

This result has a very important consequence. Quoting Section 1.1 from the text

[T]he problem of obtaining a qualitative description of a flow is divided into
two parts:

• the description of the connected components of the chain recurrent set;
• the description of how these components are connected to each other.

This dichotomy has surprising generality which is the reason Conley’s theorem is con-
sidered “Fundamental”. The so-called Smale school of dynamics was motivated by a de-
sire to understand structurally stable systems and hence considered systems whose chain
recurrent set has a hyperbolic structure since those systems have interesting stability prop-
erties. This led to a rich theory which has been an important part of the field for more than
five decades and incorporates properties of invariant measures and their ergodic theory.

This text focuses on a different approach in which algebraic topology plays a central
role. The homotopy Conley index considered in Section 1.2 is a basic ingredient in this
dichotomy. It assigns a homotopy type to an isolated invariant set (e.g. a component of the
chain recurrent set). The homology of this homotopy type provides a weaker but important
invariant of this isolated invariant set, the homology Conley index, which is generally more
tractable than the homotopy index.

To a large extent this text focuses on the second of these two parts of the dichotomy.
One of the central concepts discussed in the text is the notion of a Lyapunov function, i.e.
a function defined on the state space of the system which strictly decreases along all orbits
which are not chain recurrent and which separates components of the chain recurrent set.
Understanding rough properties of such functions gives a qualitative picture of how the
components of the chain recurrent set are connected by orbits. For example, if there is an
orbit whose forward limit set is contained in a chain recurrent component Y and whose
backwards limit set is contained in a chain recurrent componentX then for any Lyapunov
function it follows that f .X/ > f .Y /: Such a function f gives rise to a filtration of the
state space by setting Ma to be fxjf .x/ 6 ag where a 2 R is a regular value of f . If
there are finitely many components of the chain recurrent set then this filtration is finite.

In this situation one can bring the tools of algebraic topology to bear on the problem
of finding a qualitative understanding of how the various chain recurrent components fit
together. Historically the archetype for this kind of question is the collection of Morse
inequalities associated to a Morse function f on a compact manifold. In that case the
chain recurrent set of the flow of the negative gradient of f consists of the finite set of
critical points and the homology Conley index of each such point is non-zero only in the
dimension equal to the index of the point. The algebraic content of the proof of the classical
Morse inequalities answers the question, “What chain complexes over R can give rise to



H�.M;R/?” More generally gradient flows and Morse inequalities are the paradigmatic
example of how one might give qualitative descriptions of the dynamics of a system.

A very useful accompaniment to this is the concept of a Lyapunov graph associated
to a Lyapunov function f . To obtain it one defines an equivalence relation on the state
space by x � y if x and y lie in the same component of f �1.c/ for some c 2 R. The
quotient of the state space by this relation is then a graph with vertices corresponding to
chain components. The graph is a directed graph which contains no cycles since f is
strictly decreasing on non-chain recurrent orbits of the flow.

This collection of concepts, especially Lyapunov functions and the filtrations and graphs
associated with them, provide the framework on which the heart of the text is based. It
is worth noting that many of the results whose exposition comprises the later chapters are
available only in the original research articles where they first appeared. This text provides
both the needed background as well as the exposition of the state of the art in this research
area.

John Franks
Santa Barbara, California



Preface

This book presents homotopical tools to study gradient-like flows in their local and global
aspects. The phase space and consequently the flow can be continuously deformed while
keeping the homotopical invariants constant. This study is called Homotopical Dynamics.

Conley’s well known theorem regarding the existence of a Lyapunov function f W
M ! R for a continuous flow �t W M ! M on a compact metric spaceM is considered
by many as the fundamental theorem of Dynamical Systems. The Lyapunov function has
the property that it is constant on connected components Ri of the chain recurrent set R
and decreases along the orbits of �t and thus, imposes a gradient-like behavior on the flow.

Therefore, the existence of a Lyapunov function is central to the themes developed
in this book. It transforms our study in the Morse, Morse–Smale and Novikov settings
into investigating the topological and dynamical properties of gradient-like flows. Most
of our results hold for compact n-manifoldsM with finite component chain recurrent set,
each component being an isolated invariant set. This is the ideal setting to use Conley’s
homotopical index theory which is invariant under continuation. The goal is to understand
the local behavior of the chain recurrent components Ri , their isolating blocks Ni and
how these blocks fit together to formM . Furthermore, one aims to comprehend the global
behavior of the connecting orbits to form the flow �t and study their asymptotic behaviour
under continuation.

The power of Conley’s homotopy index never ceases to impress by its diverse applica-
bility. It generalizes the Morse index, in fact it can be computed for any isolated invariant
set S of a continuous flow. The novelty herein lies in how this index is defined, not as a
number but as the homotopy type of a space. If S is a maximal isolated invariant set of a
compact neighborhood N and N� is the exit set for the flow, then the homotopy type of
the space N=N� is the Conley index of S . This will be discussed in Chapter 1.

In Chapter 2 we introduce Lyapunov graphs that arise naturally from a Lyapunov func-
tion f W M ! R and an equivalence relation onM : x �f y if and only if x and y be-
long to the same connected component of a level set of f . This one dimensional quotient



space, M= �f , is a Lyapunov graph that can be enriched with dynamical information
on the vertices which represent the Ri and topological information on the edges which
represent collars of codimension one closed manifolds. These graphs are a combinatorial
tool which work as a book keeping device retaining many important topological and dy-
namical invariants. If one considers one of these graphs abstractly, it can be realized as
a flow on some manifold if and only if the Poincaré–Hopf inequalities are satisfied. The
Poincaré–Hopf inequalities are closely related to the Morse–Conley inequalities.

In Chapter 3 the Morsification problem for abstract graphs L is proposed, a Morsifica-
tion algorithm is obtained producing a system of linear equations that are solved, obtaining
the entire integral solution set, through Network FlowTheory. It is shown that the data on
L satisfies the Poincaré–Hopf inequalities if and only if there exists a Betti number vector
satisfying the Morse inequalities. The collection of all Betti numbers satisfying the Morse
inequalities, for a given pre-assigned data in L, forms a Morse Polytope.

In Chapter 4we turn to the realization of flows on closedmanifolds by first constructing
the most elementary isolating blocks. For this one uses Handle Theory to attach handles
to collared codimension one closed manifolds in such a way that it realizes semigraphs of
Morse type. Finally we glue the isolating blocks according to a Lyapunov graph to obtain
a gradient-like flow on some closed n-manifold.

With the purpose of further exploring the global behavior of the flow on closed mani-
folds, it is well-known that the dynamics of moduli spaces, given by the intersections of
stable and unstable manifolds, needs to be understood. An approach for this global study
of the flow was elegantly proposed in Franks (1982) via the moduli spaces. This book
combines this approach with the Conley index theory.

Description via

chain complexes

Dynamics
moduli spaces

Homology

Differential
Topology Topology

Algebraic

The bidirectionality of the arrows reflects the need to start from a set of information an
seek understanding what are the possibilities for the corresponding information at the
other end of the arrow.

Finally, in Chapters 5 and 6 the homotopical deformation of the phase space and of
the flow under continuation will be investigated using the spectral sequence, which can
be informally viewed as a homological iteration of chain complexes. The initial flow is
associated to a Morse chain complex and, roughly speaking, the spectral sequence associ-
ated to this Morse complex and a filtration will produce a notebook with a registered chain
complex on each page which results from the homology of the complex on the previous
page.

Changing the pages of the spectral sequence, i.e., progressively considering the mod-
ules of each complex, one observes algebraic cancellations occurring. These algebraic
cancellations are dynamically interpreted as the death of connecting orbits of the flow and
the birth of new orbits caused by the cancellation of consecutive critical points. In the
analysis of the spectral sequence, other important information is obtained, such as the ex-



istence of paths of orbits between invariant sets and bifurcations. The dynamical spectral
sequence is to be computed for a filtered Morse chain complex of a Morse function, as
well as for a filtered Novikov chain complex of a circle valued Morse function.
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1 An Introduction
to Conley Index

Theory

In this chapter, we will develop a powerful topological tool, called the Conley index. This
index associates a topological invariant to a dynamical system so that some qualitative
differences between distinct systems are expressed by different values of this invariant.
Although this invariant is not always able to distinguish non-isomorphic systems, which
would be ideal in an approach to classify dynamical systems, the Conley index allows us
to detect very subtle differences between dynamical systems.

1.1 Conley’s Fundamental Theoremof Dynamical Systems
In this section, we introduce some key concepts and ideas of Topological Dynamics with
the ultimate goal of understanding Conley’s FundamentalTheorem of Dynamical Systems.

1.1.1 Basic Concepts in Topological Dynamics
Let X be a Hausdorff topological space.

Definition 1.1. A continuous flow ' on X is a group action of the additive group of the
real numbers R on X , that is, a continuous map

' W R �X �! X

such that:



2 1. An Introduction to Conley Index Theory

(a) '.0; x/ D x, for all x 2 X ;

(b) '.s C t; x/ D '.s; '.t; x// for all s; t 2 R and x 2 X .

The geometric meaning of the second requirement is that starting at time zero and
letting the flow run for time tC s is the same as starting at the value '.t; x/ and letting the
flow run for time s (or conversely, starting at '.s; x/ and letting the flow run for time t ).

Definition 1.2. Given a continuous flow ' W R �X �! X and a point x 2 X , we define
the following:

(a) the solution through x is the map 'x W R ! X given by 'x.t/ WD '.t; x/;

(b) the trajectory (or orbit) of x 2 X with respect to the flow ' is the set

O'.x/ WD f'.t; x/ j t 2 Rg D '.R; x/;

that is, the orbit of x is the image of the solution through x, O'.x/ WD 'x.R/;

(c) the time t map, for t 2 R, is the map 't W X ! X given by 't .x/ WD '.t; x/.

Geometrically, the trajectory of x is a curve inX parametrized by the time t that passes
through the point x at the initial time t D 0. This curve represents all possible states of
the point x as time passes.

Note that, given two points x and y in X , either their trajectories coincide or are
disjoint. Hence, the space X can be decomposed into the disjoint union of such curves.
This structure is called the phase space associated to the flow '. Thus, the phase space
represents all possible states of the points in the system.

The orbit of x can be of three different types:

• regular orbit: when 'x is an injective map, the orbit of x is a bijective image of an
open interval;

• singular orbit: when 'x is a constant map, the orbit of x consists of the single point
x (we say that x is a rest point or fixed point);

• periodic orbit: when 'x is a periodic map, the orbit of x is homeomorphic to a circle.
In this case, there exists t0 > 0 such that '.t0; q/ D q and '.s; q/ ¤ q, whenever
s 2 .0; t0/.

In what follows, we consider a class of continuous flows coming from the integral
curves of vector fields.

Let M be a closed smooth manifold of dimension n, and let V W M ! TM be a
smooth vector field on M . One of the fundamental properties of V is that it yields a
continuous flow. The flow generated by the smooth vector field V is defined by

' W R �M �! M

.t; x/ 7�! 
x.t/
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where 
x W R ! M is the integral curve of V through x, that is, 
x is a solution of the
ODE �


x.0/ D x
P
x.t/ D V.
x.t//:

This means that, for any point x 2 M , there exists a unique curve that passes through
x and follows the vector field’s direction. Hence, the trajectory can be thought of as the
path taken by a particle that moves along the vector field, where the particle’s velocity at
any given point is given by the vector assigned to that point by the vector field.

Example 1.1. ConsiderM D R2 and the vector field

V D x
@

@y
� y

@

@x
:

The flow generated by V is given by

'V W R � R2 ! R2

.t; x; y/ 7! .x cos.t/ � y sin.t/; x sin.t/C y cos.t//:

The corresponding phase space is shown in Figure 1.1. The flow 't rotates the plane
through an angle t about the origin.

x

y

Figure 1.1: Flow on R2.

Note that the origin .0; 0/ is a fixed point and any other point belongs to a periodic
orbit, that is, any other trajectory is periodic.

Example 1.2. ConsiderM D R2 and the vector field

V D y
@

@x
C .x2 � 1/

@

@y
:

The flow generated by this vector field is represented in Figure 1.2.
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x

y

Figure 1.2: Flow on R2.

This system contains two fixed points, namely, .1; 0/ and .�1; 0/. The tear drop is
composed by a homoclinic trajectory and the hyperbolic rest point .1; 0/, and it bounds a
set filled out with periodic trajectories.

There are some special sets that are invariant with respect to the action of the flow, that
is, sets that remain unchanged under the system’s evolution.

Definition 1.3. A subset S � X is said to be an invariant set with respect to the flow '
if, for all p 2 S , one has '.t; p/ 2 S for all t 2 R. In other words, '.R; S/ D S .

The simplest example of an invariant set is a fixed point or equilibrium point of the
system: a point x 2 X such that '.R; x/ D x, i.e., the orbit of x is equal to x. Other exam-
ples of invariant sets are: the empty set, the entire spaceX , a periodic orbit and any regular
orbit. However, invariant sets can also be very complicated, such as the Lorenz attractor,
Cantor sets coming from Smale horseshoes or strange attractors, for example, there are
invariant sets that arise in chaotic systems and exhibit intricate, fractal-like patterns.

Our main interest is to work with the Conley index which is a homotopical tool, hence,
the differentiability class of the flow is not taken into account.

The following properties are easy to verify.

Proposition 1.1. Let ' be a continuous flow on a topological space X .

(a) A set is invariant if and only if it is a union of orbits of '.

(b) If S is invariant under ', then the closure S and the complement Sc in X are also
invariant sets.

(c) The union and the intersection of any collection of invariant sets are also invariant
sets.

An invariant set is said to be a maximal invariant set if it is invariant under the flow,
and it is not properly contained in any other invariant subset of the system.
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Definition 1.4. Let N � X be a subset of X . The maximal invariant set of N is defined
by

Inv.N; '/ WD fx 2 X j '.t; x/ 2 N; for all t 2 Rg:

Whenever it is clear from the context which flow ' we refer to, we simply write
Inv.N /.
Example 1.3. Let ' be a Morse–Smale flow on the 2-sphere, S2, with two hyperbolic
fixed points, namely the north pole pN and the south pole pS , and one attracting periodic
orbit 
 along the equator, as presented in Figure 1.3.

pN

pS

γ N

Figure 1.3: Inv.N / D 


γ

pN

pS

N

Figure 1.4: Inv.N /

For any compact setN � S2nfpN ; pS g, the maximal invariant set ofN is the periodic
orbit 
 . See Figure 1.3. For any compact set N � S2 n fpN g, the maximal invariant set
of N is the bottom half of the sphere, i.e. 
 [ fpS g [W s.pS /. See Figure 1.4.

The next proposition guarantees that Inv.N / is indeed a maximal invariant set.
Proposition 1.2. Let N � X be a subset of X .

(a) The set Inv.N / is an invariant set.

(b) Inv.N / is maximal in N with respect to this property, that is, if P � N is an
invariant set then P � Inv.N /.

(c) If N � X is compact, then Inv.N / is closed in N . Hence, Inv.N / is compact.
In topological dynamics, one of our goals is to study the asymptotic properties of the

trajectories of the system, in particular, the behavior of the so-called limit sets.
Definition 1.5. Let ' be a continuous flow on X and Y � X . The !-limit set of Y is
defined as

!.Y / WD
\

t>0

'.Œt;1/; Y /:

The ˛-limit set of Y is defined as

˛.Y / WD
\

t>0

'..�1; t �; Y /:
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It follows directly from the definition that !- and ˛-limit sets are closed.
These sets provide information about the long-term behavior of the system. For an

arbitrary set Y , the!-limit set determines where the flowwithin Y is asymptotically going
to and the ˛-limit set determines where the flow within Y is asymptotically coming from.

Example 1.4. Let ' be the Morse–Smale flow on S2 presented in Example 1.3. One has
that

!.pN / D !.pS / D !.
/ D 


and
˛.pN / D pN ; ˛.pS / D pS ; ˛.
/ D 
:

In the particular case where Y is a single point x, one has the following: the !-limit
set of a point x is the set of all accumulation points of the trajectory of x as time goes to
infinity. Intuitively, the !-limit set !.x/ of a point x represents the set of all states that the
system can approach asymptotically as time goes to infinity, starting from x. Analogously,
the ˛-limit set ˛.x/ of a point x represents the set of all states that the system can approach
asymptotically as time goes to minus infinity, starting from x.

Note that two points x and y which lie on the same trajectory must have the same limit
sets. Thus, we often refer to the limit set of a point as the limit set of its trajectory.

Given two subsets Y1; Y2 � X , the following equalities hold:

!.Y1 [ Y2/ D !.Y1/ [ !.Y2/ and ˛.Y1 [ Y2/ D ˛.Y1/ [ ˛.Y2/:

Proposition 1.3. IfX is a compact Hausdorff topological space and Y � X is a nonempty
subset, then !.Y / and ˛.Y / are also compact and nonempty. Moreover, if Y is connected,
then !.Y / and ˛.Y / are connected.

The limit sets can be characterized in terms of maximal invariant sets.

Proposition 1.4. Let ' be a continuous flow on X and Y � X . Then

!.Y / D Inv
�
'.Œ0;1/; Y /

�
and ˛.Y / D Inv

�
'..�1; 0�; Y /

�
:

A flow on a metric space naturally induces a flow on an invariant subset. More specif-
ically, given an invariant set S � X , a continuous flow ' on X induces a flow on S

'jS W R � S ! S

which is continuous with respect to the subspace topology in S inherited from X . The
reader can verify that if Y � S , then the !-limit set of Y with respect to S is !.Y / \ X ,
where !.Y / denotes the !-limit set of Y inX . The analogous statement also holds for the
˛-limit set.

The flow induced on an invariant set is an important concept in the study of dynamical
systems, as it allows us to focus on the behavior of the system on specific subsets of the
phase space.

For more details and proof of the propositions in this section, see Palis and de Melo
(2012).
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1.1.2 Gradient flows
A special case of a flow generated by a vector field is the flow associated to the gradient
vector field of a real valued smooth function on a manifold. Gradient flows have important
applications in optimization, in the study of partial differential equations and in the study
of calculus of variations.

Let .M; g/ be a closed Riemannian manifold and f W M ! R a smooth function. The
gradient vector field rf W M ! TM is defined as the unique vector field satisfying the
identity

g.rf; �/ D df .�/:

The flow ' associated to the vector field �rf is called the negative gradient flow associ-
ated to f , and

d

dt
'.t; p/ D �rf .'.t; p//:

Intuitively, the negative gradient flow moves a point in the direction of decreasing f ,
with the speed of motion proportional to the gradient of f at that point.

The negative gradient flow exhibits a number of key features, as we state below. First,
note that given an orbit 
.t/ D '.t; x/, for a point x 2 M , one has

d

dt
f .
.t// D df
.t/.


0.t// D g
�
rf .
.t//; 
 0.t/

�
D �jjrf .
.t//jj2 6 0:

Thus:

(a) The singularities of the vector field �rf are exactly the critical points of f , since

�rf .p/ D 0 , dfp D 0:

(b) The function f decreases along nonsingular orbits. In fact, if 
.t/ is a nonsingular
orbit, then

d

dt
f .
.t// D �jjrf .
.t//jj2 < 0:

(c) The flow associated to �rf does not admit periodic orbits. It follows directly from
the fact that f decreases along nonsingular orbits.

(d) The limit sets of any point inM are composed by critical points of f , i.e.,

˛.p/ [ !.p/ � Crit.f /;

where Crit.f / denotes the set of critical points of f . In fact, if !.p/ contains more
than one critical point, then it necessarily contains infinitely many singularities. The
proof of this fact can be found in Palis and de Melo (ibid.).
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Example 1.5. Let Sn be the n-dimensional sphere, i.e.

Sn D f.x1; : : : ; xnC1/ 2 RnC1 j x2
1 C � � � C x2

nC1 D 1g

and consider the smooth function

f W Sn ! R

defined by f .x1; : : : ; xnC1/ D xnC1, i.e. f corresponds to the height function on Sn. The
set of critical points of f is given by

Crit.f / D f.0; : : : ; 0; 1/; .0; : : : ; 0;�1/g;

which are the only singularities of the negative gradient vector field �rf . The phase
space of the corresponding negative gradient flow is represented in Figure 1.5, for the
case n D 2.

N

S

f

1

0

−1

Figure 1.5: Negative gradient flow associated to the height function on S2.

Example 1.6. Consider the function g W Sn ! R given by the square of the height
function f defined in Example 1.5, i.e. g D f 2. Then, the set of critical points of g is
given by

Crit.g/ D f.0; : : : ; 0; 1/; .0; : : : ; 0;�1/g [ f.x1; : : : ; xn; 0/ j x2
1 C � � � C x2

n D 1g;

which also corresponds to the singularities of the vector field �rg. Thus, all points of the
equator of Sn are singularities of �rg, hence, there are non isolated singularities. The
phase space is presented in Figure 1.6.

Height functions provide a class of examples of negative gradient flows on closed
manifolds. Figure 1.7 shows the negative gradient flows associated to the height functions
on a deformed sphere S2 and on the torusT 2. Height functions also play an important role
inMorse theory, which provides a way to study the topology of manifolds by analyzing the
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N

S

g = f2

1

0

1

Figure 1.6: Negative gradient flow associated to the square of the height function on S2.
Non isolated singularities.

x

x
′

y

z

x

y1

y2

z

Figure 1.7: Negative gradient flows associated to height functions.

critical points of functions defined on them. We refer the reader to Banyaga and Hurtubise
(2004) and Milnor (1963, 2015) for more details.

We are interested in studying further the negative gradient flow associated to a partic-
ular case of smooth function, called Morse function.

Morse functions are important in topology and differential geometry, where they play
a fundamental role in the study of the topology and geometry of manifolds. In particular,
the critical points of a Morse function on a manifold M can be used to construct a cell
decomposition of M , yielding the so-called Morse chain complex, which encodes the
homology of M (we address this chain complex in Chapter 5). Morse theory has many
applications in geometry, topology, and physics.

Definition 1.6. A smooth function f W M ! R on a manifold M is called a Morse
function if all its critical points are nondegenerate.
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Recall that a critical point p of f is said to be nondegenerate if the Hessian matrix of
f at p is nonsingular. The Morse index of a critical point p is defined as the number of
negative eigenvalues of the Hessian matrix of f at p.

Example 1.7. The height function on Sn presented in Example 1.5 is a Morse function.
The square of this function, presented in Example 1.6, is not a Morse function, since the
critical points on the equator are degenerate.

The Morse Lemma states that near a nondegenerate critical point of f , the function
f can be approximated locally by a quadratic form whose behavior is determined by the
eigenvalues of the Hessian matrix. More precisely:

Theorem 1.1 (Morse Lemma). Let f be a smooth function on an n-manifoldM , and let
p be a nondegenerate critical point of f . Then, there exists a local coordinate system
.x1; x2; : : : ; xn/ around p such that f can be expressed as

f .x1; x2; : : : ; xn/ D f .p/ � x2
1 � � � � � x2

k C x2
kC1 C � � � C x2

n;

where k is the Morse index of k.

For the proof of the Morse Lemma, see Milnor (1963).
Note that the critical points of a Morse function are isolated. Moreover, if M is a

compact manifold, then the set of critical points of f , Crit.f /, is finite.
A basic result ofMorse theory says that almost all functions areMorse functions. More

specifically, the set of Morse functions is an open and dense subset of all smooth functions
fh W M ! R j h is smoothg in the C 2-topology.

Given a Morse function f W M ! R, the negative gradient flow ' associated to the
gradient vector field �rf presents very nice properties, as follows:

(a) the singularities of ' are exactly the critical points of f ;

(b) the Morse function f decreases along nonsingular orbits of ';

(c) ' does not admit periodic orbits;

(d) given any point x 2 M , !.x/ and ˛.x/ are critical points of f .

Moreover, the Morse index of a critical point p coincides with the dimension of the
unstable manifold of p with respect to the negative gradient flow of a Morse function.

Definition 1.7. Let f W M ! R be a Morse function onM . One says that f is a Morse–
Smale function if the flow associated to the vector field �rf satisfies the Morse–Smale
transversality condition.

Figures 1.5 and 1.7 illustrate some negative gradient flows associated to Morse–Smale
functions on surfaces.
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1.1.3 Existence of Lyapunov Functions
One of the fundamental theorems in dynamical systems is the decomposition theorem
proved by Conley, which states that any compact invariant set can be divided into its chain
recurrent pieces and orbits that connect them. Furthermore, one can define a continuous
function which is strictly decreasing outside of the chain recurrent set. In summary, the
space can be decomposed into two sets such that one has recurrent dynamics and the other
has a gradient-like dynamics.

In this section, we present the necessary concepts to state Conley’s Fundamental The-
orem of Dynamical System.

Let ' W R � X ! X be a continuous flow on a metric space .X; d/ where d is the
metric onM .

Definition 1.8. A point x 2 X is called chain recurrent if for each � > 0 there exists a
sequence of points

x1 D x; x2; : : : ; xn D x

in X and real numbers ti > 1 such that

d.'.ti ; xi /; xiC1/ < �;

for all 1 6 i 6 n � 1:

x1

x2

x3

x4

ϕt1
(x1)

ϕt2
(x2)

ϕt3
(x3)

ϕt
n−1

(xn−1)

Figure 1.8: Chain recurrent point.

The set of chain recurrent points is denoted by R.'/ or simply R, when the flow is
clear from the context, and it is called the chain recurrent set of '.

The chain recurrent set is the set of points on which complicated dynamics may take
place. From the definition, it is easy to check that the chain recurrent set contains all
singular orbits (rest points), all periodic orbits, homoclinic connections and maybe some
other points as well. Moreover,R.'/ is invariant under ', and ifX is compact thenR.'/
is closed (hence compact).
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Definition 1.9. Let ' W R �X ! X be a continuous flow on a metric space.

(a) A flow on X is called a chain recurrent flow if its chain recurrent set is the whole
space, i.e. R.'/ D X .

(b) A flow ' is called a gradient-like flow if there exists a continuous real valued func-
tion g W X ! R which is strictly decreasing on nonsingular orbits.

(c) A flow is called a strongly gradient-like flow if its chain recurrent set is totally dis-
connected (consequently, it is composed only by fixed points).

Example 1.8. Any flow associated to the negative gradient vector field of a smooth func-
tion on a manifold is an example of gradient-like flow. In Section 1.1.2, we presented
some examples of gradient flows.

Example 1.9. Let .r; �/ be the polar coordinates on R2. The unit 1-sphere S1 is defined
by the equation r D 1. Consider the vector field

d�

dt
D cos2.�=2/:

The phase space of the flow associated to this equation is shown in Figure 1.9. Note that
there is only one fixed point, namely, the point � D � , which is the !-limit set of every
point in the sphere S1. Hence, the chain recurrent set is the whole space, i.e. R D S1,
and the flow is chain recurrent.

x

y

θ=π

Figure 1.9: Chain recurrent flow on
S1.

x

y

θ=7π/4

θ=π/4θ=3π/4

θ=5π/4

Figure 1.10: Chain recurrent flow
on S1.

Now, if we consider the vector field

d�

dt
D cos2.2�/;
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the phase space of the flow associated to this equation is shown in Figure 1.10. The fixed
points are given by the points with � -coordinate in the set

�
�

4
;
3�

4
;
5�

4
;
7�

4

�
:

Once again, the chain recurrent set is the whole space, and the flow is chain recurrent.

Example 1.10. Let .r; �/ be the polar coordinates on R2. The unit 1-sphere S1 is defined
by the equation r D 1. Consider the vector field

d�

dt
D cos.�/;

which is in fact the gradient vector field of the function f .�/ D sin.�/. The phase space
of the flow ' associated to this equation is shown in Figure 1.11. The chain recurrent set
isR.'/ D f�=2; 3�=2g, hence, ' is a strongly gradient-like flow.

x

y

θ=π/2

θ=3π/2

Figure 1.11: Strongly gradient-like flow on S1.

The definition of strongly gradient-like flows is very different from the definition of
gradient flow and gradient-like flow. However, they are compatible in the sense that every
strongly gradient-like flow is also a gradient-like flow. This follows directly as a corollary
of Conley’s Fundamental Theorem of Dynamical Systems presented below.

Theorem 1.2 (Conley’s Fundamental Theorem of Dynamical System). Every flow on a
compact metric space is uniquely represented as the extension of a chain recurrent flow
by a strongly gradient-like flow.

In other words, every flow ' on a compact metric space X admits a unique subflow
which is chain recurrent and such that the quotient flow is strongly gradient-like. More
specifically, the flow obtained by restricting the original flow ' to every component of the
chain recurrent setR.'/ becomes a chain recurrent subflow. By considering the quotient
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spaceX=� after collapsing the connected components ofR.'/ to distinct points, the flow
' onX induces a quotient flow on the quotient spaceX=� and this flow is in fact a strongly
gradient-like flow.

In summary, the unique chain recurrent subflow is given by the restriction to the chain
recurrent set; and the quotient flow is the one obtained by collapsing the connected com-
ponents of the chain recurrent set to distinct points.

Example 1.11. Let ' be the negative gradient flow associated to the square of the height
function on S2, defined in Example 1.6 for the case n D 2. The chain recurrent set R.'/
consists of the north and south poles and all points of the equator. Hence, ' is not a strongly
gradient-like flow. However, one can obtain a strongly gradient-like flow by considering
the quotient flow on S2=�, as presented in Figure 1.12.

N

S

quotient
recurrent set

chain

flow

Figure 1.12: Strongly gradient-like flow induced on the quotient space S2=�.

The Conley’s Fundamental Theorem can also be presented in terms of the existence of
special functions, known as Lyapunov functions.

Definition 1.10. Given a continuous flow ' on X , a Lyapunov function for ' is a contin-
uous function f W X ! R such that

(a) f strictly decreases along orbits outsideR.'/, that is, if x … R.'/, thenf .'.t; x// <
f .'.s; x// whenever t > s;

(b) f is constant on the connected components ofR.'/.

Proposition 1.5. Let f be a smooth function on a smooth manifold M and let ' be the
negative gradient flow associated to f , i.e., ' is generated by the vector field �rf . Then
f is a Lyapunov function for ' and ' is a gradient-like flow.

Proof. It follows directly from the properties of negative gradient flows presented in Sec-
tion 1.1.2.

One can restate the Conley’s Fundamental Theorem in terms of the existence of Lya-
punov functions as follows:
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Theorem 1.3. Every continuous flow ' on a compact metric space X admits a Lyapunov
function f W X ! R such that:

(a) f .R.'// is a nowhere dense subset of R;

(b) if c 2 f .R.'// then f �1.c/ \ R.'/ is a chain recurrent component.

The main reference for the proof of the Conley’s Fundamental Theorem of Dynamical
Systems is Conley’s monograph (see Conley 1978). Franks (1988) proved the correspond-
ing result in the case of diffeomorphisms. Hurley extended some of Conley’s results to
noncompact sets (see Hurley 1991, 1992).

By Conley’s Fundamental Theorem of Dynamical Systems, the problem of obtaining
a qualitative description of a flow is divided into two parts:

• the description of the connected components of the chain recurrent set;

• the description of how these components are connected to each other.

In the next section, we define the Conley index, a topological invariant which provides
a topological description of the local dynamics around theMorse sets associated to aMorse
decomposition of a given isolated invariant set. The connection matrices introduced by
Franzosa (1989) are algebraic-topological tools which enable us to study the connections
between Morse sets. Roughly speaking, a connection matrix for a Morse decomposition
is a matrix which has as entries homomorphisms between the homology Conley indices
of Morse sets. We refer the reader to Franzosa (1989), Lima and de Rezende (2016), and
Reineck (1990, 1995) for more details on connection matrix theory.

1.2 Conley index
TheConley index is a topological invariant that captures the structure of an isolated invari-
ant set of a dynamical system. It is named after the mathematician Charles Conley, who
developed this theory in the 1970’s.

For simplicity, we restrict ourselves to locally compact metric spaces. In this setting,
most of the essential ideas can be explained without too many technical details. From now
on, let X be a locally compact metric space.

To study and understand invariant sets, one can analyze the topological features of a
specific region surrounding them, known as an isolating neighborhood, which contains the
invariant set. By examining the properties of this isolating neighborhood, we gain insight
into the behavior and structure of its maximal invariant set, as well as the dynamics of the
system as a whole.

Definition 1.11. A subset S � X is called an isolated invariant set if there exists a
compact neighborhoodN of S inX such that S � int.N / and S D Inv.N /. In this case,
N is said to be an isolating neighborhood for S in X .
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Note that isolated invariant sets are compact sets, since they are closed sets contained
in a compact set.

If N is an isolating neighborhood for an invariant set S , then any smaller compact
neighborhood of S is also an isolating neighborhood.

Example 1.12 (Isolated fixed point). Consider the flow 'i on R2 generated by the vector
field Vi , for i D 0; 1; 2, given by:

V0 D

�
Px1 D �x1

Px2 D �x2
; V1 D

�
Px1 D x1

Px2 D �x2
; V2 D

�
Px1 D x1

Px2 D x2:

In the three cases, the origin point .0; 0/ is a fixed point and S D f.0; 0/g is an invariant
set. The square N D Œ�1; 1� � Œ�1; 1� is an isolating neighborhood for S . Hence, S is an
isolated invariant set. The phase space of these flows is shown in Figure 1.13.

N N N

Figure 1.13: Fixed points: attracting, saddle and repelling fixed points.

There exist sets which are invariant under the flow, but they are not isolated, as the
next example shows.

Example 1.13 (Center fixed point). Consider the flow onR2 associated to the vector field
�

Px1 D �x2;
Px2 D x1:

The origin .0; 0/ is a rest point and S D f.0; 0/g is an invariant set. However, S is not
isolated. Indeed, there is no isolating neighborhood that has the center fixed point as its
invariant set, since every neighborhood intersects some periodic orbits around .0; 0/.

The previous example shows that a rest point may be isolated as a rest point, but not
isolated as an invariant set. On the other hand, an isolated rest point of a gradient-like
system is also isolated as an invariant set.

The next result guarantees that the collection of isolated invariant sets is closed under
finite intersections and finite disjoint unions.
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x

y

N

Figure 1.14: The center fixed point is not isolated.

Proposition 1.6.

(a) The intersection of two isolated invariant sets is isolated.

(b) The union of disjoint isolated invariant sets is isolated.

Proof. Let S1 and S2 be isolated invariant sets.

(a) Clearly, S1 \ S2 is an invariant set. Given isolating neighborhoods N1 and N2 for
S1 and S2, respectively, the intersection N1 \ N2 is an isolating neighborhood for
S1 \ S2.

(b) Now, suppose that S1 \ S2 D ;. Choose disjoint isolating neighborhoods N1 and
N2 for S1 and S2, respectively. Then, N1 [ N2 is an isolating neighborhood for
S1 [ S2.

In general, the union of two isolated invariant sets is not isolated. For instance, con-
sider a flow on the disk having three fixed points, as shown in Figure 1.15. Let S1 be the
invariant set composed by the fixed points a and b and the only trajectory connecting them.
Analogously, denote by S2 the invariant set composed by the fixed points b and c and the
only trajectory connecting them. Hence, S1 and S2 are isolated invariant sets. However,
S1 [ S2 is not isolated.

Remark 1.1. The most important property of an isolating neighborhood is that it is robust
with respect to small perturbations. More specifically, if N is an isolating neighborhood
for a flow, then it is still an isolating neighborhood for every sufficiently small perturbation
of it. Or course, the maximal invariant set inside N can change in this process.

The concept of an index pair plays a crucial role in the definition of the Conley index
for isolated invariant sets.
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a

c

b

a

c

b

a

c

b

S1

S2

Figure 1.15: A flow on the disc. Union of isolated invariant sets may not be isolated.

Definition 1.12. Let S � X be an isolated invariant set. A pair .N;L/ of compact sets in
X is said to be an index pair for S in X if L � N and

(a) NnL is an isolating neighborhood for S in X ;

(b) L is positively invariant inN , i.e., if x 2 L and'.Œ0; T �; x/ � N then'.Œ0; T �; x/ �
L;

(c) L is the exit set of the flow in N , that is, if x 2 N and '.Œ0;1/; x/ ª N then there
exists T > 0 such that '.Œ0; T �; x/ � N and '.T; x/ 2 L.

N

L

S
N

L

S
N

L

S

Not possible Not possiblePossible

Figure 1.16: Local behavior around an index pair.

The basic idea is that the pair .N;L/ of compact sets form an isolating neighborhood
for the invariant set S , meaning that S is the maximal invariant set insideNnL. Moreover,
L is the exit set for the local flow. This is the crucial property of the index pair, which states
that every orbit which leaves N in forward time has to go through the exit set L before
leaving N , see Figure 1.16.

Example 1.14. Consider the hyperbolic fixed points on the plane, as in Example 1.12. In
Figure 1.17, we show index pairs for these isolated invariant sets.

Example 1.15. In Figure 1.18, we show some index pairs for isolated periodic orbits in
the plane.
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N

L

N

L=∅

N

L

Figure 1.17: Index pair for hyperbolic fixed points in R2.

N

L = ∅

N

L

N

L

Figure 1.18: Index pair for periodic orbits in R2.

The next result guarantees that we can always find an index pair for a given isolated
invariant set.

Theorem 1.4 (Existence of index pairs - Conley and Easton (1971)). Let S � X be an
isolated invariant set with respect to the flow '. There exist compact sets N and L such
that .N;L/ is an index pair for S .

The existence of index pairs (Theorem 1.4) is also proved by Salamon (1985), in the
more general setting of connected simple systems.

In fact, given an isolating neighborhood of an isolated invariant set, there is always an
index pair inside of it. More specifically, given any isolating neighborhood N � X of S
and any neighborhood U of S , there exists an index pair .N1; N0/ for S in X such that
N1 and N0 are positively invariant in N and cl.N1 nN0/ � U .

There are some special index pairs, called isolating blocks and denoted by .N;N�/,
which are characterized by the property that the trajectory through each point in N� im-
mediately leaves N in positive time.

Definition 1.13. An isolating block for S � X is an isolating neighborhoodN for S such
that its entering and exiting sets, given respectively by

NC D fx 2 N j �.Œ0; T /; x/ 6� N; 8T < 0g

N� D fx 2 N j �.Œ0; T /; x/ 6� N; 8T > 0g;

are both closed.
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Given an isolating block N for S , one has that .N;N�/ is an index pair for S . There-
fore, isolating blocks provide special index pairs.

Example 1.16. Consider S a hyperbolic fixed point of saddle type. In Figure 1.19 we
show an index pair and an isolating block for S .

N

L

N

L

S S

Figure 1.19: On the left, an index pair. On the right, an isolating block.

1.2.1 Homotopy Conley Index
In order to introduce the homotopy Conley index, it is necessary to review some basic
concepts from homotopy theory.

A pointed space .Y; y0/ is a topological space Y with a distinguished point y0 2 Y ,
which is called a base point.

Given a pair .N;L/ of topological spaces with L � N and L ¤ ;, consider the
following equivalence relation:

x � y ,

8
<
:

x D y
or

x; y 2 L:
(1.1)

Let N=� D fŒx� j x 2 N g be the quotient space with the quotient topology. More
specifically, if q W N ! N=� is the quotient map, the topology on N=� is defined as
follows: a set U � N=� is open iff q�1.U / is open in N . From a set point of view, there
is a natural identification between N=� and .NnL/ [ ŒL�.

Definition 1.14. Given a pair .N;L/ of topological spaces with L � N and L ¤ ;,
denote by N=L the pointed space .N=�; ŒL�/, where ŒL� represents the equivalence class
of the points in L under the equivalence relation defined in (1.1).

If L D ;, it is a convention to consider N=L D .N [ f�g; f�g/, where f�g denotes
the equivalence class of the empty set.

Let .X;A/ and .Y; B/ be pairs of topological spaces such thatA � X and Y � B . The
pairs .X;A/ and .Y; B/ are homotopically equivalent if there exist maps f W .X;A/ !
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.Y; B/ and g W .Y; B/ ! .X;A/ such that f .A/ � B , g.B/ � A, g ı f is homotopic to
id.X;A/ and f ı g is homotopic to id.Y;B/. Intuitively, two pairs of topological spaces are
homotopically equivalent if they can be deformed into each other in a way which respects
the distinguished subsets.

Note that homotopy equivalence of pairs is in fact an equivalence relation, and the
equivalent classes of this relation are called homotopy types.

In this book, we use the following notation:

• the homotopy type of the pointed one-point space is denoted by N0;

• the homotopy type of the pointed two-point space is denoted by N1 or ˙0;

• the homotopy type of a pointed n-sphere, for n > 1, is denoted by ˙n.

Let S be an isolated invariant set with respect to the flow '. The most important
property of index pairs is that the homotopy type of the pointed spaceN=L is independent
of the choice of the index pair, and therefore it depends only on the behavior of the flow
near the isolated invariant set S .

Theorem 1.5 (Invariance of index pairs Conley and Easton (1971)). Let S be an isolated
invariant set with respect to the flow '. If .N;L/ and .eN;eL/ are index pairs for S , then
N=L and eN=eL have the same homotopy type.

The invariance of index pairs (Theorem 1.5) is also proved by Salamon (1985), in the
more general setting of connected simple systems.

Finally, we can define the Conley index as follows:

Definition 1.15. Let S be an isolated invariant set with respect to the flow '. The Homo-
topy Conley Index of S is defined as the homotopy type of the pointed space N=L, where
.N;L/ is an index pair S . The homotopy Conley index of S is denoted by h.S/.

Example 1.17. Let S be the disjoint union of two hyperbolic saddle points with no connec-
tion between them. An index pair for S is depicted in Figure 1.20 as well as the homotopy
type of the pointed space N=L, which is the homotopy Conley index of S .

We can make use of the Conley index to show the existence of a nonempty invariant
subset in the phase space. The next result guarantees that if the Conley index of S is
nontrivial, then S is nonempty.

Proposition 1.7 (Ważewski property). Let S be an isolated invariant set with respect to
a flow '. If h.S/ ¤ N0 then S ¤ ;.

Proof. Suppose that S D ;. In this case, S is an isolating invariant set by vacuity and
.;;;/ is an index pair for S . Hence, h.S/ D 0. By a contrapositive argument, it follows
that if h.S/ ¤ N0 (the homotopy class of the one-point pointed space) then S ¤ ;.
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L

N

h(S)

S

Figure 1.20: Homotopy type of the quotient space N=L.

The Ważewski property indicates that the Conley index contains information about
the dynamics of an invariant set and its relation with any isolating neighborhood around
it: knowledge about the dynamics on the boundary of an isolating neighborhood can be
enough to determine if the dynamics within is nontrivial.

This result provides the simplest example of an existence result of an invariant set
which can be obtained via the Conley index. Its converse is not true, that is, if S is not
empty, it does not mean that it has nontrivial Conley index. For instance, let S be the
nonhyperbolic fixed point in Figure 1.21. In this case, S is an isolated invariant set and
its homotopy Conley index is trivial, i.e. h.S/ D 0.

N

L

h(S) = 0
S

Figure 1.21: Homotopy Conley index of a nonhyperbolic fixed point.

Example 1.18 (The Conley index is “blind”). A compact pair .N;L/ can be an index pair
for more than one isolated invariant set. For instance, in Figure 1.22, we present different
isolated invariant sets which admit the same isolating neighborhood: a nonhyperbolic
saddle point, the union of two hyperbolic saddles together with a connecting orbit between
them, and the union of two hyperbolic saddles with no connection.

Therefore, the Conley index loses dynamical information on the isolated invariant set
itself. In other words, one can not immediately infer the dynamical structure of the isolated
invariant set, given only its Conley index. Certainly, the Conley index carries information
about the instability of the isolated invariant set in its surroundings.
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N

L

S1

N

L

S2

N

L

S3

Monkey saddle Two saddles
non transversal intersection

Two saddles

Figure 1.22: Different isolated invariant sets which admit the same isolating neighbor-
hood.

The usefulness of the Conley index depends on how much information about the struc-
ture of the dynamics of the invariant set can be concluded from knowledge of the Conley
index. Even though the Conley index captures little information on the structure of the
invariant set itself, it does so in its surroundings: it captures the topology of the unstable
region nearby S , and how this set fits within this local dynamics.

For example, in the case of gradient flows, the Conley index provides the dimension
of the unstable manifolds of the critical points.

Example 1.19 (Homotopy Conley index of nondegenerate critical points). Consider a
Morse function f W Rn ! R and let p be a critical point of Morse index k. It follows
from the Morse Theorem 1.1 that S D fpg is an isolated invariant set. Without loss of
generality, assume that p is the origin of Rn and that N D Dk � Dn�k is an isolating
neighborhood for S . Let L D @Dk �Dn�k . Hence, .N;L/ is an index pair for p. Note
that,

.N;L/ ' .Dk ; @Dk/:

Indeed, the flow provides a homotopy that contracts the space along the stable directions.

Thus, the Conley index of p has the homotopy time of a k-sphere, in other words,
h.p/ D ˙k . Therefore, the homotopy Conley index of a nondegenerate critical point of
Morse index k is the homotopy type of a k-sphere.

For the more general case of a flow on a smooth manifold with a hyperbolic rest point
p, the hyperbolicity condition guarantees that near p the linear flow can be decomposed
into stable and unstable linear spaces TxM D Es ˚ Eu, and due to Hartman–Grobman
Theorem, the linear flow is locally topologically conjugate to the nonlinear one. Hence,
the proof follows from the linear case.

On the other hand, it is interesting to note that it may be possible to compute the Conley
index of an invariant set S , even if one still has not found S . In fact, it is entirely possible
that we recognize a compact set as an isolating neighborhood without having any a priori
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N=D1
×D1

L=∂D1
×D1

p Eu

Es

homotopy
p Eu

Figure 1.23: Homotopy: .N;L/ ' .Dk ; @Dk/:

Attractor Σ0

Saddle Σ1

of index 1

Saddle Σ2

of index 2

Repeller
Σ3

Figure 1.24: Index pair and the Conley index for hyperbolic singularities in R3.

knowledge about the invariant set. Hence, one investigates properties of the invariant set
in terms of its Conley index.

1.2.2 Sum and Product of the Conley Index
As we have shown in Proposition 1.6, the intersection and the disjoint union of isolated
invariant sets are invariant sets. It is natural to ask if there is any relation between the
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Conley indices of the intersection and of the disjoint union of isolated invariant sets with
the Conley indices of each one of these invariant sets. This question is complicated for
intersections, but for disjoint unions one can establish a simple relation.

In this section, we show how to compute the Conley indices of the disjoint union of
isolated invariant sets from the Conley indices of each of these invariant sets. In order to
do that, we need to recall some homotopical operations: the wedge sum and the smash
product.

Definition 1.16. Given two pointed spaces .X; x0/ and .Y; y0/, the wedge sum of X and
Y is defined as the quotient space of their disjoint union by the identification x0 � y0, i.e.,

X _ Y WD .X t Y /=fx0 � y0g:

The wedge sum is also a pointed space with distinguished basepoint being the equiva-
lence class of x0 � y0, and the binary operation _ is associative and commutative (up to
homeomorphism).

Moreover, there is a canonical basepoint respecting mapX_Y ! X �Y which maps
the wedge sum X _ Y homeomorphically onto the subspace given by X � y0 [ x0 � Y ,
i.e.

X _ Y Š X � y0 [ x0 � Y � X � Y:

It is frequently useful to consider the identification X _ Y � X � y0 [ x0 � Y .

Example 1.20. Thewedge sum of two 1-spheres is homeomorphic to a figure-eight space.
The wedge sum of arbitrary spheres is often called a bouquet of spheres. See Figure 1.25.

Σ1
∨ Σ1

Σ2
∨ Σ1

(S1, ∗) (S1, ∗)

(S2, ∗) (S1, ∗)

wedge sum

wedge sum

Figure 1.25: Wedge sum of spheres.

The wedge sum operation is well defined on the homotopy equivalence classes of
pointed spaces:

Œ.X; x0/� _ Œ.Y; y0/� WD Œ.X _ Y /�:
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For instance, the wedge sum of a pointed 1-sphere and an interval is homotopic to the
wedge sum of a pointed 1-sphere and a point. Moreover, the wedge sum is an associa-
tive and commutative binary operation on the homotopy equivalence classes. The ad-
ditive neutral element for this operation corresponds to the homotopy class of the one-
pointed space, 0. There are no additive inverses. Indeed, if Œ.X; x0/� _ Œ.Y; y0/� D 0 then
Œ.X; x0/� D Œ.Y; y0/� D 0.

Definition 1.17. Given two pointed spaces .X; x0/ and .Y; y0/, the smash product of X
and Y is defined as the quotient space of the product space by the equivalence relation
.x; y0/ � .x0; y/, i.e.,

X ^ Y WD X � Y=fX � y0 [ x0 � Y g:

The smash product is also a pointed space with distinguished basepoint being the equiv-
alence class of .x0; y0/. The following identification holds:

X ^ Y D X � Y=X _ Y:

Example 1.21. The smash product of any pointed space X with a 0-sphere is homeomor-
phic to X , that is, X ^ S0 Š X Š S0 ^X . See Figure 1.26.

≃(S1, x0)

(S0, y0)

Σ1

S1
× S0

S1
∨ S0

smash

product

Figure 1.26: Smash product of a 2-sphere and a 0-sphere.

In general, the smash product depends on the choice of basepoints.
The smash product is not always so well-behaved as the Cartesian product, but it still

enjoys the following properties.

Proposition 1.8. Let X , Y and Z be pointed spaces.

(a) The smash product is commutative. More specifically, there is a natural homeomor-
phism X ^ Y Š Y ^X .

(b) The product distributes over the sum. More specifically, there is a natural homeo-
morphism .X _ Y / ^Z Š .X ^Z/ _ .Y ^Z/.

(c) If eitherX , Y are compact, orX ,Z are locally compact, then there is a homeomor-
phism .X ^ Y / ^Z Š X ^ .Y ^Z/.
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(d) There are homeomorphisms X ^ � Š � Š � ^X .

The next result guarantees that the collection ofm-spheres are closed under the smash
product.

Proposition 1.9.

(a) The smash product of two spheres Sm and Sn is homeomorphic to the sphere SmCn,
i.e. ˙m ^˙n D ˙mCn.

(b) The smash product of a space X with a 1-sphere is homeomorphic to the reduced
suspension of X , i.e. ˙X Š X ^ S1.

The smash product operation is well-defined on the homotopy equivalence classes:

Œ.X; x0/� ^ .Y; y0/� WD Œ.X ^ Y /�:

The multiplicative identity for this operation is 1, the two-pointed space. However, note
that Œ.X; x0/� ^ Œ.Y; y0/� D 0 and Œ.X; x0/� ¤ 0 ¤ Œ.Y; y0/�.

Now, given compact pairs .N;L/ and .N 0; L0/ with L � N and L0 � N 0, we can
consider the pointed spaces N=L and N 0=L0, thus the wedge sum of the corresponding
homotopy classes is

ŒN=L� _ ŒN 0=L0� D ŒN tN 0=L t L0�;

and the smash product is

ŒN=L� ^ ŒN 0=L0� D ŒN �N 0=.N � L0 [ L �N 0/�:

Now we are read to prove that the Conley index of the disjoint union of isolated in-
variant sets is the wedge sum of the Conley indices of each of these invariant sets.

Proposition 1.10. The homotopy Conley index of the disjoint union of isolated invariant
sets is the wedge sum of their homotopy Conley indices.

Proof. Let S1 and S2 be isolated invariant sets such that S1 \ S2 D ;. Choose index
pairs .N1; L1/ and .N2; L2/ for S1 and S2, respectively, such thatN1 and N2 are disjoint.
Note that .N1 tN2; L1 t L2/ is an index pair for S1 t S2. Therefore,

h.S1/ _ h.S2/ D ŒN1=L1� _ ŒN2=L2�

D ŒN1 tN2=L1 t L2�

D h.S1 t S2/:
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Proposition 1.11. The product of isolated invariant sets is isolated, and the homotopy
Conley index is the smash product of the indices of its factors.

Proof. Let S1 and S2 be isolated invariant sets with respect to the flows '1 and '2 on X1

andX2, respectively. Wewant to prove that S1�S2 is an isolated invariant set with respect
to the product flow '1 � '2 on X1 �X2, and h.S1 � S2/ D h.S1/^ h.S2/. Let Ni be an
isolating neighborhood for Si , for i D 1; 2. Then N1 � N2 is an isolating neighborhood
for S1 � S2. If .Ni ; Li / is an index pair for Si , for i D 1; 2, then

.N1 �N2; N1 � L2 [ L1 �N2/

is an index pair for S1 � S2. Then,

h.S1 � S2/ D

�
N1 �N2

N1 � L2 [ L1 �N2

�
D

�
N1

L1

�
^

�
N2

L2

�
D h.S1/ ^ h.S2/:

Example 1.22 (Conley index of nondegenerate critical points). Using Proposition 1.11,
we can give an alternative proof of the homotopy Conley index of a nondegenerate critical
point as follows. Given a critical point x of Morse index k in Rn, consider the splitting
Rk � Rn�k D Rn. Consider a repelling singularity p1 in Rk and an attracting singularity
inRn�k . The product of these two isolated invariant sets give rise to an index k singularity
x in Rn. The Conley index of S D fxg is given by the smash product of˙k ^˙0 D ˙k .
See Figure 1.24.

Proposition 1.12 (Conley index of an orientable hyperbolic periodic orbit). Given an
orientable hyperbolic periodic orbit 
k of index k, the homotopy Conley index of 
k is
˙k _˙kC1.

Proof. Consider an orientable hyperbolic periodic orbit 
k of index k. Since 
k is hyper-
bolic, S D f
kg is an isolated invariant set. Let N be a small tubular neighborhood of 

which is also an isolating neighborhood, thus

N D Dn�k�1 � S1 �Dk :

Let
L D Dn�k�1 � @.S1 �Dk/ D Dn�k�1 � S1 � @Dk :

Hence, .N;L/ is an index pair for 
k . See Figure 1.27. Note that there is a homotopy of
pairs

.N;L/ ' .S1 �Dk ;S1 � @Dk/:

Indeed, consider a homotopy of the pair .N;L/ by flowing the stable directions of the
flow. Under this homotopy, S1 �Dk corresponds to the tubular neighborhood of 
 in the
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center-unstable manifold Ecu. The exit set is S1 � @Dk , since after the homotopy there is
no more stable direction. It follows the required homotopy of pairs. Finally,

h.
/ D

"
S1 �Dk

S1 � @Dk

#
D ˙k _˙kC1;

which coincides with the homotopy type of an .nC 1/-dimensional pinched torus.

Saddle periodic orbit

Σ1
∨ Σ2

Figure 1.27: Computing the Conley index for an orientable hyperbolic saddle periodic
orbit in R3.

Proposition 1.13 (Conley index of a non orientable hyperbolic periodic orbit). Given a
non orientable hyperbolic periodic orbit 
k of index k, the homotopy Conley index of 
k

is given by .RP 2 t f�g;�/ ^ .Sk�1;�/.

1.2.3 Homology Conley Index
Thehomotopy Conley index is defined as the homotopy type of a pointed topological space.
Working with homotopy classes of spaces can be extremely difficult. Hence, it is useful
to consider the homological version of the Conley index, defined as follows.

Definition 1.18. Let S be an isolated invariant set with respect to the flow ' and let .N;L/
be an index pair for S . The homology Conley index of S is defined as

CH�.S; '/ WD eH�.N=L/;

where eHn.N=L/ denotes the n-the reduced homology group of the pointed space
.N=�; ŒL�/.

Frequently, one also uses the notations CH.S/ andH�.h.S// for the homology Con-
ley index.

The reason in considering the reduced homology in the definition of the index is simple:
we want the index of a one-point pointed space to be zero, i.e., trivial in all dimensions.
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Example 1.23 (Homology Conley index of a nondegenerate critical point). Let S be a
critical point of a Morse function, with Morse index k. In Example 1.19, we proved that
the homotopy Conley index of S is h.S/ D ˙k . Hence, the homology Conley index of
S with coefficients in Z is:

CHn.S/ D

�
Z ; if n D k
0 ; if n ¤ k:

Example 1.24 (Homology Conley Index of a hyperbolic periodic orbit). Let S be an
orientable hyperbolic periodic orbit. By Example 1.24, the homotopy Conley index of S
is ˙k _˙kC1, where k is the dimension of the unstable manifold of S . Hence,

CHn.S/ D

�
Z ; if n D k; k C 1;
0 ; if n ¤ k; k C 1:

It is not always true that the reduced homology of the pointed space N=L is equal to
the relative homology of the pair .N;L/. However, if .N;L/ is a good pair (in the sense
described in Hatcher (2002)), then the isomorphism eH�.N=L/ Š H�.N;L/ holds.

Recall that an inclusion map i W A ! X between topological spaces is a cofibration if
it satisfies the homotopy extension property with respect to all topological spaces Y . An
index pair .N;L/ is called regular if the inclusion map L � N is a cofibration.

The next result shows that we can always find regular index pairs.

Theorem 1.6 (Salamon (1985)). An index pair .N;L/ can always be modified in order to
create an index pair .N;L0/ that is regular.

We refer the reader to Section 5.1 of Salamon (ibid.) for the proof of this theorem.
Given a regular index pair .N;L/ for S , the Homology Conley index of S is given by

CH�.S; '/ WD eH�.N=L/ Š H�.N;L/:

Hence, H�.N;LI Z/ is an invariant associated to an isolated invariant set S whenever
.N;L/ is a regular pair for S .

The Ważewski property, presented in Proposition 1.7 for the homotopy Conley index,
also has a homological version which states that if the homology Conley index of an iso-
lated invariant set is nontrivial, then the dynamics within is nontrivial.

Proposition 1.14 (Ważewski property). Let S be an isolated invariant set with respect to
a flow '. If CH�.S/ © 0, then S ¤ ;.

Proof. Assume that S D ;. Hence, S is an isolated invariant set by vacuity and .;;;/ is
an index pair for S . Then CH�.S/ Š 0. Therefore, if CH�.S/ © 0 then S ¤ ;.

Proposition 1.15 (Additivity property). Let S be an isolated invariant set with respect to
a flow '. If S D S1 [ S2, where S1 and S2 are disjoint isolated invariant sets, then

CH�.S/ Š CH�.S1/˚ CH�.S2/:
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Proof. It follows from Proposition 1.10 that h.S/ D h.S1/ _ h.S2/. Then

CH�.S/ D eH�.h.S//

D eH�.h.S1/ _ h.S2//

.1/
Š eH�.h.S1//˚ eH�.h.S2//

D CH�.S1/˚ CH�.S2/:

The isomorphism in (1) holds for any regular index pair. Since regular index pairs always
exist, the result follows.

The contrapositive of this result is often used to prove the existence of heteroclinic
connections.

The next result shows that one can detect connecting orbits of a gradient-like flow
using the Conley index. A flow is said to be a gradient-like flow on a subset N � X if
there is a real-valued function f W X ! R such that if '.Œ0; t �; x/ � N and x ¤ '.t; x/
then f .x/ < f .'.t; x//. Thus, f is strictly decreasing on nonconstant segments of orbits
in N .

Theorem 1.7. Let ' be a gradient-like flow on an isolating neighborhood N and assume
that N contains precisely two rest points and at least one is nondegenerate. Let Inv.N /
be the maximal invariant set with respect to a flow '. If h.Inv.N // D N0, then there is an
orbit connecting the two rest points.

Proof. Denote the two rest points in N by x1 and x2. It is sufficient to prove that Inv.N /
contains an orbit 
 different from the two rest points. In fact, since Inv.N / is compact,
the !- and ˛-limit sets of any point in Inv.N / are in Inv.N /. Hence, if Inv.N / contains
a regular orbit 
 , it must have as ˛- and !-limits the rest points, due to the gradient-like
behaviour of the flow. Thus, 
 is a connecting orbit between x1 and x2.

Now if S D Inv.N / is made up of two rest points only, i.e. there is no connecting
orbit between them, then

0 D h.S/ D h .fx1g/ _ h .fx2g/ :

However, h.fx1g/ _ h.fx2g/ ¤ 0, by the nondegeneracy condition.

1.3 Invariance under continuation
Continuation is one of the most important properties in Conley index theory because it
allows us to study the behavior of dynamical systems under perturbations and more gen-
erally product flows.

This is a powerful result because it allows us to make predictions about the long-term
behavior of a family of dynamical systems under the variation of its parameters.
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Let '� W R � X ! X be a parameterized family of flows on X for �2 I D Œ�1; 1�,
i.e. the function

˚ W R �M � I �! M � I

.t; x; �/ 7�! ˚.t; x; �/ WD .'�.t; x/; �/

is a continuous flow onM � I .
Isolating neighborhoods are robust with respect to small perturbations, i.e., if N is an

isolating neighborhood for the flow 'a, then, for sufficiently small ı > 0,N is an isolating
neighborhood for '� such that � 2 .a�ı; aCı/ \ I .

For each � 2 I , denote by S� WD Inv.N; '�/ the maximal invariant set of N with
respect to the flow '�. Hence, S� is an isolated invariant set with respect to the flow '�.

Definition 1.19. The isolated invariant sets S�0
and S�1

are related by continuation if N
is an isolating neighborhood for '�, for all � 2 Œ�0; �1�.

The continuation relation is an equivalence relation, hence it is transitive.
The next classical example is very helpful in order to understand the relation of contin-

uation, and it can be found in Conley’s monograph (see Conley 1978) and also in Smoller
(2012).

Example 1.25. Consider the following one parameter family of differential equations:

Px D x.1 � x2/ � �;

where � is the parameter. The critical points of this equation is given by the zero set of the
function

f .x; �/ D x.1 � x2/ � �;

which is represented by the cubic curve in Figure 1.28. This curve meets each horizontal
line y D �0 exactly in the set of critical points of the equation with parameter value �0.
Moreover, each horizontal line y D �0 in Figure 1.28 corresponds to the phase space of
the equation Px D x.1 � x2/ � �0.

In Figure 1.28, we show three horizontal lines corresponding to three specific param-
eters, namely, 0, �1 and �2.

It is easy to check that the fixed points of these equations are isolated invariant sets.
More generally, any closed interval whose end points are fixed points are also isolated
invariant sets. Therefore, for � D �2, there is only one nonempty isolated invariant set;
for � D �1, one has exactly 3 nonempty isolated invariant sets; and for � D 0, one has
exactly 12 nonempty isolated invariant sets.

We alsomarked an interval in Figure 1.28which is in fact an isolating neighborhood for
the maximal invariant set S� D Inv.N; '�/ contained in its interior, for each correspond-
ing parameter �. Therefore, S0, S�1

and S�2
are related by continuation. In particular, the

attracting fixed point in S�2
continues to the set S0 composed by three fixed points and the

connecting orbits between them. It is interesting to note that the homotopy Conley index
of S� is ˙0, for � D 0; �1; �2.
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x

λ

0

S0

Sλ1

Sλ2

λ1

λ2

λ=0

f(x, λ) = x(1−x2)−λ

N

Figure 1.28: 1-parameter family of flows on R. Continuation property.

In Figure 1.29, we exhibit some other isolating neighborhoods. Note that all the three
attracting points on the left are related by continuation. Since the continuation is transitive,
it follows the attracting point in the flow with parameter value �2 continues to S0. Again,
note that the homotopy Conley index of these isolated invariant sets are ˙0.

x

λ

0

λ1

λ2

λ=0

f(x, λ) = x(1−x2)−λ

N

Figure 1.29: Isolated invariant sets related by continuation.

On the other hand, the rest point on the right for the parameter value �1 continues to
the empty set, see Figure 1.30. Alternatively, one can say that the corresponding rest point
bifurcates out of the empty set. Moreover, the rest point continues to the isolated invariant
set consisting of the two rightmost rest points in � D 0 and the trajectory between them.
For all these cases, the isolated invariant sets present the same homotopy Conley index,
which is 0.

One could ask if the middle point in � D 0, which is a repeller, continues to the one of
the attracting fixed points. The next proposition gives a negative answer to this question.

Theorem 1.8 (Continuation Property). Given a parameterized family of flows

'� W R �X ! X
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f(x, λ) = x(1−x2)−λ
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Figure 1.30: Isolated invariant sets related by continuation.

on X , let S� WD Inv.N; '�/, for a given compact set N � X . If S�0
and S�1

are related
by continuation, then

CH�.S�0
/ Š CH�.S�1

/:

The power of the Conley index comes from its property to continue to a parameter
value where the understanding of the dynamics is much less complicated. By analyzing
the changes in the index as a parameter is changed, one can gain insights into bifurcations
and transitions that occur in the system, even in the presence of complex and nonlinear
behavior.

The following example illustrates how one can use the continuation property to obtain
information on the homology Conley index.

Example 1.26. Consider the family of differential equations
8
<
:

Px D y;

Py D y C .1 � �/.x2 � 1/

�
x C

1

2

�
C �.x � 1/;

parametrized by � 2 Œ0; 1�. Denote by '� the flow associated to this system, for each
� 2 Œ0; 1�.

Note that, for k > 0 sufficiently large, N D Œ�k; k�� Œ�k; k� is an isolating neighbor-
hood for S� D Inv'�

.N /, for each � 2 Œ0; 1�.
We want to compute the homology Conley index of S�0

. Since S0 and S1 are related
by continuation, one has that

CH�.S�0
/ Š CH�.S�1

/:

For � D 1, this system is reduced to
�

Px D y;
Py D y C x � 1:
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Therefore, the isolated invariant set S1 is formed by the rest point .1; 0/, which is a saddle
point. It follows that

CH�.S0/ Š CH�.S1/ D

�
Z; if k D 1;
0; if k ¤ 1:

Overall, the Conley index is a powerful tool for studying the dynamics of nonlinear
systems, providing a topological perspective that complements traditional numerical ap-
proaches. Its ability to continue across parameter values makes it particularly useful for
analyzing the long-term behavior of systems and identifying the critical points where qual-
itative changes in behavior occur.

In Conley’s theory, there is a stronger notion of continuation, namely the continuation
of a Morse decomposition associated to an isolated invariant set. For more details, we
refer the reader to Franzosa (1988). Applications of the continuation property of a Morse
decomposition in the context ofMorse–Smale flows can be found in Reineck (1990, 1995),
and for the setting of Morse–Bott flows, see Lima and de Rezende (2016).

1.4 Morse Decomposition and Index Filtration
Attractor-repeller pairs and Morse sets within a Morse decompositions are special types
of invariant sets that play an important role in understanding the asymptotic behavior of a
dynamical system defined on an isolated invariant set S .

1.4.1 Attractor–repeller decomposition
Let S � X be a compact invariant set with respect to a flow '.

Definition 1.20. A subset A � S is an attractor with respect to S if there is an S -
neighborhood U of A such that !.U / D A. Analogously, a subset R � S is a repeller
with respect to S if there is an S -neighborhood V of R such that ˛.V / D R.

Example 1.27. Consider the flow ' on the unit 1-sphere S1 presented in Example 1.10,
whose phase space is shown in Figure 1.11. The fixed point � D �=2 is an attractor and the
fixed point � D 3�=2 is a repeller. On the other hand, the rest points of the flow presented
in Figure 1.10 are neither attractor nor repellers.

It is important to keep in mind that the required neighborhood in the above definition
is with respect to the isolated invariant set S .

Example 1.28. Consider the negative gradient flow associated to the height function on
the topological sphere S2 as in Figure 1.31. If we consider S as the whole space S2, then
the fixed point z is an attractor, x1 and x2 are repellers and y is neither an attractor nor a
repeller. Of course, there are more attractors and repellers in S2, for instance, the invariant
set given by the rest points x1, x2 and y together with the connecting orbits between them
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N

Figure 1.31: Attractors and repeller.

is a repeller set in S2. The set composed by the rest points y, z and the connecting orbits
between them, is an attractor in S2.

However, if we consider the isolated invariant set S 0 given by the rest points x2, y and
the flow line connecting them, then y is an attractor w.r.t. S 0 and x2 is a repeller.

Given an attractor A in S , there is a natural repeller associated to it. In fact, the set

A� WD f
 2 S j !.
/ \ A D ;g

is a repeller, which is called the dual repeller of A in S . For the proof that A� is in fact a
repeller, see Salamon (1985).

Let A be an attractor in S . Given x 2 S , one of the following conditions is verified
for O.x/:

• O.x/ belongs to the attractor A;

• O.x/ belongs to the repeller dual A�;

• O.x/\ .A[A�/ D ;, !.x/ 2 A and ˛.x/ 2 A�. In other words, the orbit through
x is “born” in the repeller A� and it “dies” in the attractor A. In this case, we call
O.x/ a connecting orbit between A and A�.

The set of connecting orbits of S with respect to the pair .A;A�/ is defined as

C.A;A�/ WD Sn.A [ A�/:

Note that there can be no connecting orbits from the attractor A to the repeller A�. There-
fore, the pair .A;A�/ splits the isolated invariant set S in the union

S D A [ C.A;A�/ [ A�:

Definition 1.21. The pair .A;A�/ is called an attractor-repeller pair in S and S D A [
C.A�; A/ [ A� an attractor-repeller decomposition of S .
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If .A;A�/ is an attractor-repeller pair in S , then A and A� are isolated invariant sets
in X .

Example 1.29. In Figure 1.32, we present two different attractor-repeller pairs for a flow
on the double torus.

A
∗

A

A
∗

A

Figure 1.32: Examples of attractor-repeller decompositions on the double torus.

Remark 1.2. Given a flow ' on a compact metric space S , there is a relation between the
chain recurrent set R.'/ and the set of all attractor-repeller pairs, namely,

R.f / D
\

fA [ A� j A is an attractor in Sg:

This property is essential for the proof of the existence of a Lyapunov function which is
strictly decreasing outside R.f /.

1.4.2 Morse decomposition
An attractor-repeller decomposition is the simplest decomposition of an isolated invariant
set into smaller invariant sets which contains all the chain recurrent behavior of the flow. A
Morse decomposition is a generalization of these notions. We consider a finite collection
of disjoint compact invariant sets fM�g�2P such that all the recurrent behavior of the
flow takes place inside them. Hence, the orbits cannot cycle back and forth between two
of the sets. In order to guarantee this property, we require that the trajectories must “flow
downhill” with respect to some partial order on the collection fM�g�2P .

Consider a finite indexing set P with p elements. A partial order on P is a relation
� on the elements of P satisfying:

• for each � 2 P , � � � never holds;
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• if � � � 0 and � 0 � � 00, with �; � 0; � 00 2 P , then � � � 00.

A subset I � P is said to be an interval in .P;�/ if whenever �; � 0 2 I and � �
� 00 � � 0, then � 00 2 I . An ordered pair .I; J / of intervals is said to be an adjacent pair
of intervals if I [ J is an interval and if � 2 J and � 0 2 I implies that � 6� � 0. A partial
order < on P is an extension of the partial order � on P if � � � 0 implies � < � 0.

Let .P;�/ be a partially ordered set, with P finite, and let S be an isolated invariant
set.

Definition 1.22. An �-ordered Morse decomposition of an isolated invariant set S is a
collection D.S/ D fM�g�2P of mutually disjoint isolated invariant sets of S satisfying
the following property: if x 2 Sn [�2P M� , then there exist �; � 0 2 P such that � � � 0

and x 2 C.M� 0 ;M�/ where

C.M� 0 ;M�/ WD fx 2 S j ˛.x/ � M� 0 and !.x/ � M�g:

Example 1.30. In Figure 1.33, we present two different Morse decompositions for a flow
on the double torus. Of course the attractor-repeller pairs, presented in Example 1.29 are
also Morse decompositions for the double torus.

M1

M2

M3M4

M5 M6

M8

M7

M9

M10

M11

M13

M12

M14

M2

M3

M4

M5

M1

Figure 1.33: Examples of Morse decompositions for the double torus.

Let D.S/ D fM�g�2P be an �-ordered Morse decomposition of S . A partial order
� on P naturally induces a partial order on D.S/. This order is also denoted by � and
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is called an admissible ordering of the Morse decomposition. The flow defines a natu-
ral order <f on D.S/, which is called the flow ordering, defined by: � <f � 0 if and
only if there exists a sequence of distinct elements of P , � D �1; : : : ; �l D � 0 with
C.M�j C1

;M�j
/ ¤ ;, for j D 1; : : : ; l � 1.

In general, there are many admissible orders for a given Morse decomposition. How-
ever, there is a unique minimal (in the sense of the number of order relations) admissible
order, which is the flow-ordering. Note that every admissible ordering of D.S/ is an ex-
tension of the flow-ordering of D.S/.

Associated to an admissible ordering � on D.S/, there exists a collection of sets,
which are referred to as Morse sets, and defined by

MI WD

 
[

�2I

M�

!
[

0
@ [

�;� 02I

C.M� ;M� 0/

1
A ;

where I is an interval. Franzosa (1986) proved that if .I; J / is an adjacent pair of intervals,
then .MI ;MJ / is an attractor-repeller pair for MIJ . Moreover, each Morse set can be
viewed as the intersection of an attractor and a repeller in S . Since attractors and repellers
in S are isolated invariant sets and intersections of isolated invariant sets are isolated
invariant sets, then each Morse set is an isolated invariant set.

In order to simplify notation, consider a total ordering .M1; : : : ;Mn/ of the Morse
decomposition, where P D f1; 2; : : : ; ng. Let

Mij WD

0
@ [

i6k6j

Mk

1
A[

0
@ [

i6k1;k26j

C.Mk1
;Mk2

/

1
A ;

for each i; j 2 P with i < j .

Theorem 1.9. Let S be an isolated invariant set and .M1; � � � ;Mn/ be an admissible
ordering of a Morse decomposition of S . Then there exists an index filtration, i.e. compact
sets

N0 � N1 � N2 � � � � � Nn

with the property that, whenever i 6 j , then .Nj ; Ni / is an index pair forMij . In partic-
ular, .Nn; N0/ is an index pair for S and .Ni ; Ni�1/ is an index pair forMi .

The proof of Theorem 1.9 can be found in Salamon (1985), Corollary 4.4.

Example 1.31. Consider the Morse–Smale flow on S2 having an attracting periodic orbit

1, a repelling periodic orbit 
2, an attracting fixed point pS and a repelling fixed point
pN , as in Figure 1.34.

One can consider a Morse decomposition of S2 given by

M1 D fpS g; M2 D f
1g; M3 D f
2g; M4 D fpN g:
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γ1

pN

pS

γ2

Figure 1.34: Morse–Smale flow on S2.

For this Morse decomposition, one can find an index filtration

N0 � N1 � � � � � N4

such as the one depicted in Figure 1.35. Note that .Ni ; Ni�1/ is an index pair forMi .

Example 1.32. Consider the flow on the double torus T 2#T 2 as depicted in Figure 1.36.
In this picture, we exhibit an index filtration .N0; : : : ; N5/ for the Morse decomposition
.M1;M2; : : : ;M5/ of T 2#T 2.

1.5 Morse–Conley Inequalities
The Conley IndexTheory investigates the constraints imposed on the flow by the topology
of the underling space, in particular the invariant sets. On the other hand, it also investi-
gates which constraints the dynamics imposes on the topology of the space, i.e. one can
obtain information about the topology of the space from the flow.

In this section, one shows that the topology of a space and the qualitative properties
of a flow defined on it are intimately related, and each one of them can provide insight
into the other. Essentially, the topological and dynamical information are two sides of the
same coin.

Definition 1.23. Given an isolated invariant set S with respect to a flow ', the Conley
Polynomial of S is defined as

P.t; S/ WD
X

k>0

bk.h.S//t
k ;

where bk.h.S// denotes the k-th Betti number of the space h.S/, i.e. the rank of CHk.S/.

Example 1.33. In Figure 1.37, we present the Conley Polynomial of hyperbolic fixed
points and hyperbolic periodic orbits in R2.
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N1 N2

N3 N4 = S2

N0=∅

Figure 1.35: Index filtration: N0 � N1 � � � � � N4.

Theorem 1.10 (Polynomial Morse–Conley Inequality). Let S be an isolated invariant set.
Given an ordered Morse decomposition .M1;M2; � � � ;Mn/ of S , one has that

nX

iD1

P.t;Mi / D P.t; S/C .1C t /Q.t/; (1.2)

whereQ.t/ is a polynomial with nonnegative integer coefficients.

Proof. By the invariance of the index pair (Theorem 1.5), given an index filtration

N0 � N1 � N2 � � � � � Nn

associated to the Morse decomposition .M1;M2; � � � ;Mn/ of S , the equality in (1.2) can
be rewritten as

nX

iD1

X

�

b�.Ni ; Ni�1/t
� D

X

�

b�.Nn; N0/t
� C .1C t /Q.t/; (1.3)
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Figure 1.36: An index filtration for the Morse decomposition of T 2#T 2.
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N

L=∅
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L

P.t; S/ D 1 P.t; S/ D t P.t; S/ D t2

N N

LL = ∅L

N

P.t; S/ D 0 P.t; S/ D 1C t P.t; S/ D t C t2

Figure 1.37: Conley Polynomial.

where b�.Ni ; Ni�1/ are the relative Betti numbers.
In order to prove (1.3), we first consider a general construction for topological spaces.
Given a triple of topological spacesZ � Y � X , each one with the subspace topology
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induced from X , one has the long exact sequence in homology of the triple presented in
Figure 1.38.

· · · !"#$
%&'(

!!❛❛❛❛❛ Hn(Y, Z) "" Hn(X, Z) "" Hn(X, Y ) !"#$ δn

%&'(
"" Hn−1(Y, Z) ""

· · ·
"" H2(X, Y ) !"#$ δ2

%&'(
"" H1(Y, Z) "" H1(Y, Z) "" H1(X, Y ) !"#$ δ1

%&'(
"" H0(Y, Z) "" H0(Y, Z) "" H0(X, Y ) !"#$ δ0

%&'(
""❴❴❴❴❴❴❴❴ 0

Figure 1.38: Long exact sequence of the triple .Z; Y;X/.

Exactness means that the composition of any two consecutive maps in this sequence
must be the trivial map.

Assume that the homology groups are finitely generated. Define

bj .X; Y / WD rankHj .X; Y / e vj .X; Y;Z/ WD rank im.ıj /:

By the exactness of the sequence (1.38), one has that

kX

j D0

.�1/j
�
bj .X; Y / � bj .X;Z/C bj .Y;Z/

�
C .�1/3kC3vk.X; Y;Z/ D 0 (1.4)

and

k�1X

j D0

.�1/j
�
bj .X; Y / � bj .X;Z/C bj .Y;Z/

�
C .�1/3.k�1/C3vk�1.X; Y;Z/ D 0:

(1.5)
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Replacing (1.5) in (1.4), one obtains

� .�1/3kvk�1.X; Y;Z/C .�1/k Œbk.X; Y / � bk.X;Z/C bk.Y;Z/�

C .�1/3kC3vk.X; Y;Z/ D 0: (1.6)

Multiplying (1.6) by .�1/ktk and summing over k > 0, one has

�
X

k>0

.�1/4kvk�1.X; Y;Z/t
k C

X

k>0

.�1/4kC3vk.X; Y;Z/t
kC

C
X

k>0

.�1/2k
h
bk.X; Y /t

k � bk.X;Z/t
k C bk.Y;Z/t

k
i

D 0:

Hence

�
X

k>0

vk�1.X; Y;Z/t
k�1t �

X

k>0

vk.X; Y;Z/t
kC

C
X

k>0

bk.X; Y /t
k �

X

k>0

bk.X;Z/t
k C

X

k>0

bk.Y;Z/t
k D 0: (1.7)

In order to simplify the notation, let

P.t; X; Y / WD
X

k>0

bk.X; Y /t
k ;

P.t; Y;Z/ WD
X

k>0

bk.Y;Z/t
k ;

P.t; X;Z/ WD
X

k>0

bk.X;Z/t
k ;

Q.t; X; Y;Z/ WD
X

k>0

vk.X; Y;Z/t
k :

With this notation, (1.7) can be rewritten as

P.t; X; Y / � P.t; X;Z/C P.t; Y;Z/ D .1C t /Q.t; X; Y;Z/: (1.8)

Now, returning to the dynamical setting, let .M0;M1; : : : ;Mn/ be a Morse decompo-
sition for an isolated invariant set S . Given an index filtration

N0 � N1 � � � � � Nn

for .M0;M1; : : : ;Mn/, one has that for each triple .N0; Nj �1; Nj /, it holds that

P.t; Nj ; Nj �1/ � P.t; Nj ; N0/C P.t; Nj �1; N0/ D .1C t /Q.t; Nj ; Nj �1; N0/:
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Summing over j D 1; : : : ; n, yields

nX

j D1

P.t; Nj ; Nj �1/ �

nX

j D1

P.t; Nj ; N0/C

nX

j D1

P.t; Nj �1; N0/

D

nX

j D1

.1C t/Q.t; Nj ; Nj �1; N0/:

Finally,
nX

j D1

P.t; Nj ; Nj �1/ D P.t;Nn; N0/C .1C t/Q.t/;

whereQ.t/ D
Pn

j D1Q.t;Nj ; Nj �1; N0/.

Theorem 1.11 (Morse–Conley Inequalities). Let S be an isolated invariant set and
.M1;M2; � � � ;Mn/ be an ordered Morse decomposition of S . Then we have the following:

(a)
mX

kD0

.�1/kCm

nX

j D0

bk.h.Mj // >

mX

kD0

.�1/kCmbk.h.S//;

(b)
X

k>0

.�1/k
nX

j D0

bk.h.Mj // D
X

k>0

.�1/kbk.h.S//.

Proof.

(a) Consider the polynomial Morse–Conley inequality in (1.2), and denote the i -th co-
efficient ofQ.t/ by ri , which is a nonnegative integer. One has that

nX

iD1

b0.h.Mi // D b0.h.S//C r0;

which implies that
nX

iD1

b0.h.Mi // > b0.h.S//:

Again from the polynomial equality in (1.2),
nX

iD1

b1.h.Mi // D b1.h.S//C r1 C r0

D b1.h.S//C r1 C

nX

iD1

b0.h.Mi // � b0.h.S//;
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which implies that
nX

iD1

b1.h.Mi // �

nX

iD1

b0.h.Mi // D b1.h.S// � b0.h.S//C r1:

Since r1 > 0, one obtains
nX

iD1

b1.h.Mi // �

nX

iD1

b0.h.Mi // > b1.h.S// � b0.h.S//:

Continuing in this fashion, we obtain the inequality in (a) for any m > 0.

(b) Considering t D �1, from the polynomial Morse–Conley inequality in (1.2), one

has that
nX

iD1

P.�1;Mi / D P.�1; S/C .1 � 1/Q.�1/: Hence,

nX

iD1

X

k>0

bk.h.Mi //.�1/
k D

X

k>0

bk.h.S//.�1/
k :

Equivalently,

X

k>0

.�1/k
nX

iD1

bk.h.Mi // D
X

k>0

.�1/kbk.h.S//:

Given an isolated invariant set S , consider the particular case of the trivial Morse
decomposition for S with only one Morse set, i.e. M1 D S . Denoting the rank of the
i -th homology Conley index by hi D bi .h.S//, and the i -Betti number of S by bi , the
Morse–Conley inequalities for S is written as:

bn � bn�1 C � : : :˙ b1 ˙ b0 D hn � hn�1 C � : : :˙ h1 ˙ h0

bn�1 � bn�2 C � : : :˙ b1 ˙ b0 6 hn�1 � hn�2 C � : : :˙ h1 ˙ h0

:::
:::

bj � bj �1 C � : : :˙ b1 ˙ b0 6 hj � hj �1 C � : : :˙ h1 ˙ h0

bj �1 � bj �2 C � : : :˙ b1 ˙ b0 6 hj �1 � hj �2 C � : : :˙ h1 ˙ h0

:::
:::

b2 � b1 C b0 6 h2 � h1 C h0

b1 � b0 6 h1 � h0

b0 6 h0

More will be said about this inequality form in the next chapter.



2 Poincaré–Hopf
Inequalities

In the last chapter, the polynomial Morse–Conley inequalities were presented for a closed
smooth manifoldM , showing the interdependence between the number of nondegenerate
critical points, ci , of Morse index i of a smooth real valued function f W M ! R and
the Betti numbers of M . It was shown that these inequalities generalize to encompass
the numerical homology Conley indices hi of an isolated invariant set S of a continuous
flow. In other words, theMorse–Conley inequalities can also be seen as a relation between
the dynamics of an isolated invariant set S captured by the ranks of its homology Conley
index and the Betti number of its phase spaceM .

The Morse inequalities for a closed smooth manifold M show the interdependence
between the number of nondegenerate critical points of Morse index i of a smooth real
valued function f W M ! R and the Betti numbers of M . In the last chapter, it was
shown that these inequalities generalize to encompass the numerical homology Conley
indices hi of an isolated invariant set S of a continuous flow. In other words, the Morse–
Conley inequalities can also be seen as a relation between the dynamics of an isolated
invariant set S captured by the ranks of its homology Conley index and the Betti number
of its phase spaceM .

Henceforth, preference will be given herein to the topological study of continuous
flows on closed manifolds rather than the study of differentiable real valued maps and
their critical points. In fact, with the advent of Conley index theory, differentiability is no
longer a requirement for the study of continuous flows.

Conley’s fundamental theorem of Dynamical Systems, in one of its more restricted
versions, provides us with the existence of a continuous Lyapunov function for any con-
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tinuous flow ' on a closed manifold. With respect to this function ' is a gradient-like flow,
as seen in Section 1.1.

In the last chapter, we presented the generalization of the Morse index of nondegener-
ate critical points to the Conley index of isolated invariant sets and the generalization of the
classical Morse inequalities to the Morse–Conley inequalities for gradient-like flows with
the property that the components of its chain recurrent set R is a finite union of isolated
invariant sets. In what follows, an alternative proof for these inequalities is shown.

In this chapter we introduce Lyapunov graphs, defined by Lyapunov functions and
which are labelled with both dynamical and topological numerical invariants. The dynam-
ical invariants are the numerical homology Conley indices and the topological invariants
are the Betti numbers of the codimension one submanifolds that form the boundary of
the isolating blocks. These numerical invariants are precisely the input needed to verify
the Poincaré–Hopf inequalities. If the data on a Lyapunov graph does not satisfy these
inequalities, there is no gradient-like flow on any compact manifold realizing it. In other
words, every gradient-like flow satisfies both the local and global Poincaré–Hopf inequal-
ities. The goal of this chapter is to present the set of Poincaré–Hopf inequalities which are
closely related to the Morse–Conley inequalities.

Finally we present a Morsification algorithm for Lyapunov graphs which gives rise to
a system of linear equations dubbed hcd

� -Systems.

2.1 Generalized Morse–Conley Inequalities

It is beautiful to see how the role played by the number ci of nondegenerate singularities of
index i gives way to the numerical homology Conley indices hi in the generalized version
of the inequalities. Note that, in the case that all isolated invariant sets are nondegenerate
singularities, each singularity of index i contributes at most one to hi . Hence, hi D ci for
i D 0 : : : n where n D dimM and one obtains the classical Morse inequalities. To obtain
the generalized Morse inequalities one must sift through each of the isolated invariant
sets in R to determine not only those that contribute to the i -th rank of the homology
Conley index, but also by how much. Then by adding the contribution of all the chain
recurrent components of R, one obtains hi . Thus, one obtains the generalized Morse–
Conley inequalities in Section 1.5 which describes the relationship between the topology
ofM and the numerical Conley indices of singularities of a gradient-like flow onM are
described by the generalized Morse inequalities.

We now provide an adaptation of an elegant proof of these inequalities that are found
in Milnor (2015). We first need to define some additive and subadditive functions.

Let S be a function from pairs of spaces to the integers. S is subadditive if whenever
X � Y � Z we have S.X;Z/ 6 S.X; Y /C S.Y;Z/. S is additive if equality holds.

Considering ˇ�.X; Y / as the �-th Betti number of .X; Y /, that is

ˇ�.X; Y / D rankH�.X; Y /
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and �.X; Y / D
P
.�1/�ˇ�.X; Y / as the Euler characteristic, it can be shown by analyz-

ing the long exact sequence of .X; Y;Z/ that ˇ� is subadditive and � is additive.

Moreover, if S is subadditive andX0 � : : : � Xn, then S.Xn; X0/ 6

nX

iD1

S.Xi ; Xi�1/.

If S is additive then equality holds. IfX0 D ; then S.Xn/ 6

nX

iD1

S.Xi ; Xi�1/ and equality

holds if S is additive.
With the above functions one proves straightforwardly:

1. Generalized Weak Morse Inequalities

ˇ�.M/ 6 h�:

2. Generalized Poincaré–Hopf Equality

X
.�1/�ˇ�.M/ D

X
.�1/�h�;

where h� denotes the � numerical homology Conley index.
Given a compact manifoldM and a continuous flow, let .M1; � � � ;Mk/ be a Morse de-

composition ofM . Then there exists an index filtration, i.e. a sequence of nested compact
sets

; D M a0

� M a1

� : : : � M ak

D M

with the property that, whenever i < j , then .M ai
;M ai�1

/ is an index pair forMi . Also
denote by rankCH�.Mi / the rank of the Conley homology index ofMi which is equal to
rankCH�.M

ai
;M ai�1

/ D h�.M
ai
;M ai�1

/ D ˇ�.M
ai
;M ai�1

/:

It is easy to see that the weak Morse–Conley inequalities follow from the subadditivity
of ˇ�. One has:

ˇ�.M/ D ˇ�

�
M ak

;M a0
�

6

kX

iD1

ˇ�

�
M ai

;M ai�1
�

D

D

kX

iD1

h�

�
M ai

;M ai�1
�

D h�.M/:

The inequality follows from subadditivity of ˇ� and the last equality is the additivity prop-
erty of the Conley homology index.

Also, one proves the Generalized Poincaré–Hopf Equality using the fact that �� is
additive. The proof follows easily since,
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�� .M/ D ��

�
M ak

;M a0
�

D

kX

iD1

��

�
M ai

;M ai�1
�

D

kX

iD1

nX

�D0

.�1/� ˇ�

�
M ai

;M ai�1
�

D

nX

�D0

.�1/�
kX

iD1

ˇ�

�
M ai

;M ai�1
�

D

nX

�D0

.�1/�
kX

iD1

h�

�
M ai

;M ai�1
�

D

nX

�D0

.�1/� h� .M/ :

Finally one proves theMorse–Conley inequalities by defining the subadditive function
S�.X; Y / D ˇ�.X; Y /�ˇ��1.X; Y /C : : :˙ˇ0.X; Y /. The inequalities are obtained by
using this function on the filtration ; D M a0

� M a1
� : : : � M ak

D M .

S�.M/ 6

nX

iD1

S�.M
ai

;M ai�1

/ D h� � h��1 C : : :˙ h0

or in other words,

ˇ�.M/ � ˇ��1.M/C : : :˙ ˇ0.M/ 6 h� � h��1 C : : :˙ h0:

The inequalities in Section 1.5 are obtained once again. Note that in this generaliza-
tion the left-hand side continues to represent the topology of the phase space M by the
alternating sum of the Betti numbers ˇi .M/ and the right-hand side of the inequalities
are topological-dynamical invariants of the flow given by the numerical Conley indices.
Henceforth, we denote the Betti numbers ofM by 
i .M/ and reserve the notation ˇi for
the Betti numbers of the boundaries of isolating blocks as we will see subsequently in this
and following chapters.


n � 
n�1 C : : :˙ 
2 ˙ 
1 ˙ 
0 D hn � hn�1 C : : :˙ h2 ˙ h1 ˙ h0 . n/

n�1 � 
n�2 C : : :˙ 
2 ˙ 
1 ˙ 
0 6 hn�1�hn�2 C : : :˙ h2 ˙ h1 ˙ h0 .n-1/

:::
:::


j � 
j �1 C : : :˙ 
2 ˙ 
1 ˙ 
0 6 hj �hj �1 C : : :˙ h2 ˙ h1 ˙ h0 . j/

j �1�
j �2 C : : :˙ 
2 ˙ 
1 ˙ 
0 6 hj �1 � hj �2 C : : :˙ h2 ˙ h1 ˙ h0 .j-1/

:::
:::


2 � 
1 C 
0 6 h2 � h1 C h0 .2/

1 � 
0 6 h1 � h0 .1/


0 6 h0 .0/
(2.1)
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2.2 Poincaré–Hopf Inequalities
In this section a set of inequalities is presented that relates the homological Conley index
of the dynamics of a flow on a compact manifold with boundary to the Betti numbers of its
boundary components. We have dubbed these as the Poincaré–Hopf inequalities inspired
in equalities that emerge as by-products of the famous Poincaré-Hopf theorem. Subse-
quently these inequalities are presented for closed manifolds and referred to as global
Poincaré-Hopf inequalities which provide interesting lower bounds for the number of crit-
ical points of index j in terms of alternating sums of the number of critical points of lower
index and their duals.

We now present this collection of inequalities which hold for flows whose inverse flow
satisfies the following duality condition on the homology Conley indices. Given a flow 't

and an isolated invariant set � � N n it will be assumed that the inverse flow '�t has an
isolated invariant set �0 with the property that

hi .�/ D dimCHi .�/ D dimCHn�i .�
0/ D hn�i .�

0/:

In other words, it is assumed throughout our analysis that the Conley duality condition
on the indices holds. That is, given the isolated invariant sets � and �0 with index pairs
.N;N�/ and .N;NC/ have the property that rankHj .N;N

�/ D hj and rankHj .N;N
C/

D hj D hn�j for 0 6 j 6 n. We remark that Morse–Smale flows, as well as Smale flows
satisfy this duality condition. We also assume throughout this section that isolating neigh-
borhoods are connected.

2.2.1 Local Poincaré–Hopf Inequalities for Isolating Blocks
The Poincaré–Hopf inequalities for an isolated invariant set � with isolating block N ,
where NC is the entering set and N� is the exiting set for the flow, are obtained by an
analysis of long exact sequences of .N;NC/ and .N;N�/. This analysis can be found in
Bertolim, Mello, and de Rezende (2003a).

Note that .N;N�/ is an index pair for� and .N;NC/ is an index pair for the isolated
invariant set of the reverse flow, �0.

Consider the long exact sequences for the pairs .N;N�/ and .N;NC/:

0 ! Hn.N
�/

in
�! Hn.N /

pn
��! Hn.N;N

�/
@n
�! Hn�1.N

�/
in�1
���! Hn�1.N /

pn�1
���!

! Hn�1.N;N
�/

@n�1
���! Hn�2.N

�/
in�2
���! Hn�2.N /

pn�2
���! Hn�2.N;N

�/
@n�2
���! : : :

@4
�! H3.N

�/
i3
�! H3.N /

p3
�! H3.N;N

�/
@3
�! H2.N

�/
i2
�! H2.N /

p2
�! H2.N;N

�/
@2
�!

! H1.N
�/

i1
�! H1.N /

p1
�! H1.N;N

�/
@1
�! H0.N

�/
i0
�! H0.N /

p0
�! H0.N;N

�/ ! 0
(2.2)
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0 ! Hn.N
C/

i 0
n

�! Hn.N /
p0

n
��! Hn.N;N

C/
@0

n
�! Hn�1.N

C/
i 0
n�1

���! Hn�1.N /
p0

n�1
���!

! Hn�1.N;N
C/

@0
n�1

���! Hn�2.N
C/

i 0
n�2

���! Hn�2.N /
p0

n�2
���! Hn�2.N;N

C/
@0

n�2
���! : : :

@0
4

�! H3.N
C/

i 0
3

�! H3.N /
p0

3
�! H3.N;N

C/
@0

3
�! H2.N

C/
i 0
2

�! H2.N /
p0

2
�! H2.N;N

C/
@0

2
�!

H1.N
C/

i 0
1

�! H1.N /
p0

1
�! H1.N;N

C/
@0

1
�! H0.N

C/
i 0
0

�! H0.N /
p0

0
�! H0.N;N

C/ ! 0
(2.3)

The following elementary result will be useful in subsequent analysis of long exact
sequences.

Lemma 2.1. Consider a long exact sequences of vector spaces,

h
�! A

i
�! B

j
�! C

k
�! : : : : : : ! D ! 0;

then
rank im h D rankA � rankB C rankC � : : :˙ rankD > 0:

Proof. Note, it is easy to see that rank imh C rank im i D rank A. This follows from
the elementary fact that rankA D rank im i C rank ker i and from the exactness of the
sequence, i.e., ker i D imh.

One can read the Poincaré–Hopf inequalities as a set of constraints on the j -th numeri-
cal Conley index, hj , of an isolated invariant set S , in terms of both the lower dimensional
Betti numbers Bk of the boundaries of its isolating block, as well as the the lower dimen-
sional numerical Conley indices of S , hk and their duals hn�k , for 0 6 k < j .

Theorem 2.1 (Poincaré–Hopf Inequalities). Let ' be a gradient-like flow on an isolat-
ing block .N;NC; N�/ and let hi be the numerical homology Conley indices, for i D
0; : : : ; n, and assume that the Conley duality condition is satisfied. Let e� D rankH0.N

�/,
eC D rankH0.N

C/ and B˙
j D rankHj .N

˙/ then the following inequalities hold:
8
ˆ̂̂
ˆ̂<
ˆ̂̂
ˆ̂:

�hj 6
h
.BC

j �1 � B�
j �1/ � .BC

j �2 � B�
j �2/C : : :˙ .BC

2 � B�
2 /˙ .BC

1 � B�
1 /

C.hn�.j �1/ � hj �1/ � .hn�.j �2/ � hj �2/C : : :

˙.hn�1 � h1/˙ Œ.hn � h0/˙ .eC � e�/�
�

6 hn�j for j D 2; : : : ; i

.�/

�
h1 > h0 � 1C e�

hn�1 > hn � 1C eC

(2.4)
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Moreover, the Poincaré–Hopf equality holds in the odd-dimensional case n D 2i C 1:

i�1X

j D1

.�1/j .BC
j � B�

j /C
.�1/i .BC

i � B�
i /

2
D e� � eC C

2iC1X

j D0

.�1/jhj : (2.5)

Futhermore, in the even dimensional case n D 2 mod 4,

hi C

i�1X

j D1

.�1/j .BC
j � B�

j / �

i�1X

j D0

.�1/j .h2i�j � hj /C .eC � e�/ D 0 mod 2: (2.6)

Proof. By simultaneously analyzing the following pairs of maps
˚��
pi ; @

0
i

�
;
�
p0

i ; @i

��
; : : : ;

��
p1; @

0
1

�
;
�
p0

1; @1

��	

of the long exact sequences (2.2) and (2.3), one obtains the Poincaré–Hopf inequalities.
We start by analyzing the long exact homology sequences, (2.2) and (2.3) for the pairs

.N;N�/ and .N;NC/ in dimensions j and n � j , for 1 < j 6 i and for n D 2i C 1 as
well as n D 2i . The case j D 1 will be analyzed separately at the end of the proof.

Analyzing the ranks of impj in (2.2) and using Lemma 2.1, the following holds:

rank impj D hj �B�
j �1 C rankHj �1.N /�hj �1 CB�

j �2 � rankHj �2.N /Chj �2 � : : :

˙B�
2 ˙ rankH2.N /˙ h2 ˙ B�

1 ˙ rankH1.N /˙ h1 ˙ B�
0 ˙ rankH0.N /˙ h0 > 0

) hj > B�
j �1 � B�

j �2 C : : :˙ B�
2 ˙ B�

1 C hj �1 � hj �2 C : : :˙ h2 ˙ h1 ˙ h0 ˙ B�
0

� rankHj �1.N /C rankHj �2.N / � : : :˙ rankH1.N /˙ rankH0.N / (2.7)

Similarly, by considering rank im @0
j in (2.3), using Lemma 2.1 and the duality of the

indices,

rank im @0
j D BC

j �1 � rankHj �1.N /C hn�.j �1/ � BC
j �2 C rankHj �2.N /

� hn�.j �2/ C : : :˙ BC
2 ˙ rankH2.N /˙ hn�2

˙ BC
1 ˙ rankH1.N /˙ hn�1 ˙ BC

0 ˙ rankH0.N /˙ hn > 0

) � rankHj �1.N /C rankHj �2.N / � : : :˙ rankH1.N /˙ rankH0.N / >

�BC
j �1 CBC

j �2 : : :˙BC
2 ˙BC

1 ˙BC
0 � hn�.j �1/ C hn�.j �2/ C : : :˙ hn�1 ˙ hn (2.8)
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From (2.7) and (2.8) one obtains

hj > �ŒBC
j �1 � B�

j �1�C ŒBC
j �2 � B�

j �2�C : : :˙ ŒBC
0 � B�

0 �

� Œhn�j C1 � hj �1�C Œhn�j C2 � hj �2�C : : :˙ Œhn � h0� (2.9)

Analyzing the ranks of imp0
j in (2.3) and using Lemma 2.1, the following holds:

rank imp0
j D hn�j � BC

j �1 C rankHj �1.N / � hn�j C1 C BC
j �2 � rankHj �2.N /C

C hn�j C2 � : : :˙ BC
2 ˙ rankH2.N /˙ hn�2

˙ BC
1 ˙ rankH1.N /˙ hn�1 ˙ BC

0 ˙ rankH0.N /˙ hn > 0

) hn�j > BC
j �1 � BC

j �2 C : : :˙ BC
2 ˙ BC

1 ˙ BC
0 C hn�j C1 � hn�j C2 C : : :

: : :˙ hn�2 ˙ hn�1 ˙ hn � rankHj �1.N /

C rankHj �2.N / � : : :˙ rankH1.N /˙ rankH0.N / (2.10)

Similarly, by considering rank im @j in (2.2), using Lemma 2.1 and the duality of the
indices,

rank im @j D B�
j �1 � rankHj �1.N /C hj �1 � B�

j �2 C rankHj �2.N / � hj �2 C : : :

˙B�
2 ˙ rankH2.N /˙ h2 ˙B�

1 ˙ rankH1.N /˙ h1 ˙B�
0 ˙ rankH0.N /˙ h0 > 0

) � rankHj �1.N /C rankHj �2.N / � : : :˙ rankH1.N /˙ rankH0.N / >

� BC
j �1 C BC

j �2 : : :˙ BC
2 ˙ BC

1 ˙ BC
0 � hj �1 C hj �2 C : : :˙ h1 ˙ h0 (2.11)

From (2.10) and (2.11) one obtains

hn�j > ŒBC
j �1 � B�

j �1� � ŒB
C
j �2 � B�

j �2�C : : :˙ ŒBC
0 � B�

0 �

C Œhn�j C1 � hj �1� � Œhn�j C2 � hj �2�C : : :˙ Œhn � h0� (2.12)

Now considering (2.9) and (2.12) one can write out the Poincaré–Hopf inequality.

� hj 6 ŒBC
j �1 � B�

j �1� � ŒB
C
j �2 � B�

j �2�C : : :˙ ŒBC
0 � B�

0 �

C Œhn�j C1 � hj �1� � Œhn�j C2 � hj �2�C : : :˙ Œhn � h0� 6 hn�j (2.13)

The last inequalities are obtained by analyzing
��
p1; @

0
1

�
;
�
p0

1; @1

��
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Actually one needs only to analyze p1:

rank imp1 D h1 � B�
0 C rankH0.N / � h0 > 0

Similarly, by analyzing p0
1 and using the index duality:

rank imp0
1 D hn�1 � BC

0 C rankH0.N / � hn > 0

Since B�
0 D e�, BC

0 D eC and rankH0.N / D 1 the following inequalities are obtained:

e� 6 h1 C 1 � h0

eC 6 hn�1 C 1 � hn
(2.14)

Poincaré–Hopf equality for n D 2i C 1

We now prove the Poincaré–Hopf equality for n D 2i C 1.
Poincaré duality on the boundary of N implies that B�

.2i�j /
D B�

j . Also, since
rank im in D 0, it follows from (2.2) that:

� h2iC1 C h2i � : : : � h3 C h2 � h1 C h0

C 2e� � 2B�
1 C 2B�

2 : : :C .�1/i�12B�
i�1 C .�1/iB�

i D

D

2iC1X

j D0

.�1/j rankHj .N / (2.15)

Similarly, using the long exact sequence of the pair .N;NC/, (2.3), the fact that
rank im i 0n D 0 and using the duality of the indices, hj .�/ D hŒ.2iC1/�j �.�

0/ the fol-
lowing equation holds for n D 2i C 1:

h2iC1 �h2i � : : :Ch1 �h0 C 2eC � 2BC
1 C 2BC

2 : : :C .�1/i�12BC
i�1 C .�1/iBC

i D

D

2iC1X

j D0

.�1/j rankHj .N / (2.16)

Subtracting (2.15) from (2.16) and dividing by two, the following equation holds:

h2iC1 � h2i C : : : � h2 C h1 � h0 C .eC � e�/ � .BC
1 � B�

1 /C : : :C

.�1/i�1
�
BC

i�1 � B�
i�1

�
C .�1/i

.BC
i � B�

i /

2
D 0 (2.17)
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which can be represented in short by the following alternative form of the classical Poincaré–
Hopf Equality:

BC � B� D e� � eC C

2iC1X

j D0

.�1/jhj (2.18)

where,

BC D
.�1/i

2
BC

i C .�1/i�1BC
i�1 ˙ : : : � BC

1

B� D
.�1/i

2
B�

i C .�1/i�1B�
i�1 ˙ : : : � B�

1 :

Poincaré–Hopf equality for n D 2i D 2 mod 4

We now prove the Poincaré–Hopf equality for n D 2i with n D 2 mod 4.
We wish to show that

hi C

i�1X

j D0

.�1/j .BC
j � B�

j / �

i�1X

j D0

.�1/j .h2i�j � hj / D 0 mod 2: (2.19)

In this case it is useful to use a connectivity result found in Cruz and de Rezende (1999).
A singularity of Morse index j in an isolating neighborhood .N;NC; N�/ can increase
(resp. decrease) the j -th (resp. .j � 1/-th) Betti number of NC with respect to the j -th
(resp. .j � 1/-th) Betti number of N�. We refer to this singularity as j -disconnecting, or
in short j -d (resp. .j � 1/-connecting, or in short .j � 1/-c).

In what follows, hd
j and hc

j indicate the number of singularities of Morse index j of
type j -d and .j � 1/-c respectively, so that the total number of singularities of Morse
index j is

hj D hd
j C hc

j (2.20)

Note that the above result, (2.19), is not necessarily true if n D 2i D 0 mod 4. The
reason for this is that a singularity of index i can also be of type ˇ-i, which implies that
the Betti numbers on NC and N� do not change. In this case, (2.20) does not hold for
j D i . In fact,

hi D hd
i C hc

i C ˇ-i:

The idea of the proof is to rewrite the numbers given by the difference in Betti numbers
BC

j � B�
j in terms of the number of singularities of type c and d that affect B˙

j .
Let .N 2i ; NC; N�/ with NC having BC

0 connected components and N� having B�
0

connected components be an isolating neighborhood for a collection of hk singularities,
of Morse index k. Suppose the Betti numbers on NC are BC

0 ; B
C
1 ; : : : ; B

C
i�1 and on N

�

are B�
0 ; B

�
1 ; : : : ; B

�
i�1. Also, by Poincaré duality B

˙
j D B˙

2i�1�j .
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The proof will be achieved by constructing two connected isolating neighborhoods
.L�; N�/ with entering set equal to the empty set and .LC; NC/ with exiting set equal to
the empty set.

One starts with the B�
0 boundary components that constitute N� to get a connected

incoming boundary one must connect the outgoing boundary componentsN� with hc
1 sin-

gularities of Morse index 1. Now one proceeds to decrease B�
j and consequently its dual

B�
2i�1�j to 0 by adding h

c
j C1 singularities of Morse index .j C1/ and hc

2i�j singularities
of Morse index 2i � j which after each addition has the effect of decreasing by one B�

j
and consequently its dual B�

2i�1�j . This is done for j D 2; : : : ; i . The last Betti number
after all singularities are added is .B0; B1; : : : ; Bi�1/ D .1; 0; : : : ; 0/ to which one adds
an index 2i singularity, a source. Hence, one forms .L�; N�/ with a unique source.

Similarly, to get a connected outgoing boundary onemust connect the incoming bound-
ary componentsNC with hd

2i�1 singularities of Morse index .2i � 1/. Now one proceeds
to decreaseBC

j and consequently its dualBC
2i�1�j to 0 by adding h

d
j singularities ofMorse

index j and hd
2i�1�j singularities of Morse index 2i � j C 1 which after each addition

has the effect of decreasing B�
j by one. This is done for j D 1; : : : ; .i � 1/. The last Betti

number after all singularities are added is .B0; B1; : : : ; Bi�1/ D .1; 0; : : : ; 0/ to which
one adds an index 0 singularity, a sink. Hence, one forms .LC; NC/ with a unique sink.

Now, form the connected sum by removing two disks, one around the sink and the
other around the source to form .L;NC; N�/. Thus for j D 0; : : : ; .i � 1/, one has that
h0 D h2i D 0 and

BC
j � B�

j D hd
j C hd

2i�1�j � hc
j C1 � hc

2i�j (2.21)

By substituting (2.20) and (2.21) into (2.19) one obtains:

Œhc
i C hd

i �C

i�1X

j D0

.�1/j .hd
j C hd

2i�1�j � hc
j C1 � hc

2i�j /C

i�1X

j D0

.�1/j C1.h2i�j � hj / D

Œhc
i C hd

i �C .hd
2i�1 � hc

1/ � .hd
1 C hd

2i�2 � hc
2 � hc

2i�1/C

C .hd
2 C hd

2i�3 � hc
3 � hc

2i�2/C : : : � .hd
i�2 C hd

iC1 � hc
i�1 � hc

iC2/

C .hd
i�1 C hd

i � hc
i � hc

iC1/C

i�1X

j D0

.�1/j C1.h2i�j � hj / (2.22)

By rearranging the terms, grouping them by index and using (2.20), one obtains the
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desired result.

Œhc
i C hd

i �C f�.hc
1 C hd

1 /C .hc
2 C hd

2 / � : : :

C .hc
i�1 C hd

i�1/ � .hc
i � hd

i /

� .hc
iC1 C hd

iC1/C .hc
iC2 C hd

iC2/ � : : :

� .hc
2i�2 C hd

2i�2/C .hc
2i�1 C hd

2i�1/gC

C h2i�1 � h2i�2 C : : :C hiC2 � hiC1 C hi�1 � hi�2 C : : : � h1 D

2h2i�1 � 2h2i�2 C : : :C 2hiC2 � 2hiC1C

C 2hd
i C 2hi�1 � 2hi�2 C : : : � 2h1 D 0 mod 2 (2.23)

The Poincaré–Hopf inequality in the orientable case n D 2 is

h1 � h2 � h0 C 2 � .eC C e�/ > 0 and even. (2.24)

IfM is non-orientable the Poincaré–Hopf inequality is the same, however the expression
on the left hand side of the inequality (2.24) need not be even. Inequality (2.24) appears
in Franzosa and de Rezende (1993).

2.2.2 Global Poincaré–Hopf Inequalities for Closed Manifolds
Certain global topological invariants of the manifold, can make the inequalities sharper.
For instance, Cornea (1989) defines a genus of a smooth closed manifold M , g.M/, as
the maximal number of mutually disjoint, smooth, compact, connected, two-sided codi-
mension one submanifolds that do not disconnect M . Cornea (ibid.) also proved that
g.M/ 6 ˇ1.M/.

By the Morse–Conley inequalities one has ˇ1.M/�ˇ0.M/ 6 h1 �h0 It follows that,
g.M/ 6 ˇ1.M/ 6 h1 � h0 C ˇ0.M/. Hence, one has a weaker version of the Morse
inequalities with the Cornea genus:

h1 > h0 � 1C g.M/ (2.25)

The advantage of the global Poincaré–Hopf inequalities is that unlike theMorse–Conley
inequalities no reference is made toM and its Betti numbers.

In that spirit, one wishes to investigate these inequalities for different manifolds and
Cornea genera. To do this more freely, without reference to a specific manifold, a pa-
rameter � will play the role of the Cornea genus and we refer to these inequalities which
includes h1 > h0 � 1C � as the global �-Poincaré–Hopf inequalities.

This parameter � will play an important role in determining the Morse polytope, that is
all the Betti numbers .ˇ0; ˇ1; : : : ; ˇn�1; ˇn/ that satisfy the Morse inequalities for a given
dynamical-topological data that satisfies the global Poincaré–Hopf inequalities,

.h0; h1; : : : ; hn�1; hn; �/:
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We show in the next chapter, among other interesting geometrical properties, that as �
increases the Morse polytopes become smaller as expected, since there are fewer Betti
numbers .ˇ0; ˇ1; : : : ; ˇn�1; ˇn/ that satisfy the Morse inequalities.

We refer to � as a 1-connectivity parameter. Note that the (�) inequalities in (2.4) can
also be substituted by:

�
h1 > h0 � 1C e� C �

hn�1 > hn � 1C eC C �

We refer to these as the local �-Poincaré–Hopf Inequalities.
The global Poincaré–Hopf inequalities are the Poincaré–Hopf inequalities for closed

manifolds (2.26), (2.27), (2.28) and are in fact, a particular case of the Poincaré–Hopf
inequalities for isolating blocks (2.4), (2.5), (2.6).

8
ˆ̂<
ˆ̂:

�hj 6 .hn�.j �1/ � hj �1/ � .hn�.j �2/ � hj �2/C
: : :˙ .hn�1 � h1/˙ .hn � h0/ 6 hn�j for 2 6 j 6 i�
h1 > h0 � 1C �
hn�1 > hn � 1C �

(2.26)

In the case n D 2i C 1, we have

2iC1X

j D0

.�1/jhj D 0 (2.27)

and in the case n D 2i � 2 mod 4, we have the additional constraint that

hi �

i�1X

j D0

.�1/j .h2i�j � hj / be even. (2.28)

Surprisingly, it turns out that, whenever these inequalities are satisfied for a pre-assigned
dynamical data .h0; : : : ; hn/, it can be shown that there exists a collection of Betti num-
bers that satisfy the Morse inequalities with this same data. Conversely, if the Morse
inequalities are satisfied for .h0; : : : ; hn/ and .
0; : : : ; 
n/ then .h0; : : : ; hn/ satisfies the
Poincaré–Hopf inequalities. This is stated in the next theorem.

A nonnegative list of integers .
0; 
1; : : : ; 
n�1; 
n/ satisfying 
n�k D 
k , for k D
0; : : : ; n, 
0 D 
n D 1, and 
n=2 be even if n � 2 mod 4, is called a Betti number vector.

Theorem 2.2. A set of nonnegative numbers .h0; h1; : : : ; hn/ satisfies the Poincaré–Hopf
inequalities in (2.26), (2.27), (2.28) if and only if it satisfies the Morse inequalities (2.1)
for some Betti number vector .
0; 
1; : : : ; 
n�1; 
n/.

This result is not merely a change of inequalities. One should note that the Morse
inequalities involve .h0; : : : ; hn/ and .
0; : : : ; 
n/ whereas the global Poincaré–Hopf in-
equalities only involve .h0; : : : ; hn/.
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In some sense the Poincaré–Hopf inequalities pre-process admissible data, that is, if
.h0; : : : ; hn/ does not satisfy the Poincaré–Hopf inequalities, there is no closed n-manifold
which admits .h0; : : : ; hn/ as its dynamical data. This is a direct consequence of Theo-
rem 2.2 and the classical results of Morse (1925).

The Poincaré–Hopf inequalities can also be used to prove the existence of critical
points of index k from a priori knowledge of the existence of critical points of lower
index and their duals. That is, these inequalities can also be used to give bounds on the
numbers hj with respect to alternating sums of hs with s < j and their duals hn�s . In
the case of negative gradient flows of Morse functions, these inequalities provide bounds
on the number of singularities cj of Morse index j with respect to alternating sums of cs

with s < j and their duals cn�s .

2.3 Homological Refinement of Singularities into Connec-
tivity types

An important role in alternative proofs of the results presented in this chapter, is played by
a more elaborate classification of singularities that provides not only the information on
its index but also on its connectivity type. Given a nondegenerate singularity, a classical
approach is to associate to it, its Morse index j . More generally, one can associate to a
nondegenerate singularity the numerical Conley homology indices, hj D 1 and hk D 0
for all k ¤ j . Cruz and de Rezende (1999) classified these singularities not only by their
index, but also by the effect caused on the Betti numbers of the entering and exiting bound-
aries, NC and N�, of an isolating block N containing it. In other words, a singularity of
Morse index j can increase (resp. decrease) the j -th (resp. .j � 1/-th) Betti number of
NC with respect to the j -th (resp. .j �1/-th) Betti number ofN�. We refer to this singu-
larity as j -disconnecting, or in short j -d (resp. .j � 1/-connecting, or in short .j � 1/-c).
In the case n D 2i D 0 mod 4, a singularity of index i is ˇ-i, if all Betti numbers are kept
constant. In order to understand the local connectivity behaviour caused by the singularity,
one makes use of Handle theory.

2.3.1 Handle Theory
We now turn our attention to a homological study of an isolated invariant set S within
an isolating block .N;NC; N�/ and investigate the constraints imposed by the numerical
homology Conley indices to the Betti numbers of NC and N�, the entering and exiting
boundaries, respectively, for the flow.

The simplest kind of n dimensional isolating block for a singularity of index ` is an
`-handle, D` �Dn�` where Dj is the closed unit j -disk. However, we are interested in
isolating blocks with closed codimension one manifolds, NC and N�, as boundary.

Thus, by attaching `-handles to collars of closed codimension one manifolds we obtain
a myriad of isolating blocks for index ` singularities. Denote the boundary of Dj ; @Dj ,
as the .j � 1/-sphere Sj �1.
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Let N be a compact n-manifold and H D D` �Dn�`. Let � W @D` �Dn�` ! @N
be an embedding which defines the new manifold N 0 D N [� H , which is the result of
attaching an `-handle toN . Alternative notations can be: N 0 D N[H .`/ orN 0 D N[H .
The map � is an embedding which we simply refer to as an attaching map. The `-handle
is defined as the pair .H; �/ which we denote loosely as H .`/. The following terms have
a dynamical counterpart. For instance, the core of the handle is D` � 0 and the cocore is
0�Dn�`. TheMorse index of a singularity is the index of the handlewhich contains it and
hence the dimension of the unstable manifold of the singularity must equal the dimension
of the core of the handle. Similarly, the dimension of the stable manifold of the singularity
must equal the dimension of the cocore of the handle.

Also, @D` � 0 is the attaching sphere and 0� @Dn�` is the belt sphere also known as
the a-sphere and b-sphere respectively. The attaching region is @�H

.`/ D
�
@D`

�
�Dn�`

and the belt region is @CH
.`/ D D` � @Dn�`. If N is a smooth compact n-manifold

and @N is the disjoint union of open and closed codimension one submanifolds N� and
NC, we refer to

�
N;NC; N�

�
as a smooth manifold triad. In this case N is said to be

a cobordism from N� to NC and N� and NC are said to be cobordant. Note that the
manifolds in a cobordism are not assumed connected. According to the above definition
NC can be thought of as the boundary components of N which the flow enters through
andN� as the boundary components which the flow exits through. We can create a further
cobordism by attaching a handleH toN�. Hence, the composition of cobordisms is well
defined. See Milnor (1963) for more details.

We now turn our attention to the homological study of an isolated invariant setS within
an isolating block .N;NC; N�/ and investigate the constraints imposed by the numerical
Conley indices on the Betti numbers of NC and N� where NC and N� are the entering
and exiting boundaries, respectively, for the flow.

A handle H .`/ containing a singularity of index ` is called `-disconnecting, in short
`-d, if this handle has the algebraic effect of increasing the `-th Betti number of NC. A
handle containing a singularity of index ` is called .`� 1/-connecting, in short .`� 1/-c,
if this handle has the algebraic effect of decreasing the .`� 1/-th Betti number of NC. A
handle containing a singularity of index ` is called ˇ-invariant, in short ˇ-i, if all Betti
numbers are kept constant. Details can be found in Cruz and de Rezende (1999).

Proposition 2.1. 1. Let n D 2i and ` ¤ i or n D 2i C 1 and ` ¤ i; i C 1. Then

(a) ifH .`/ is `-d then

ˇk.N
C/ D

�
ˇk.N

�/ for all k ¤ `; n � ` � 1
ˇk.N

�/C 1 for k D `; n � ` � 1

or else,
(b) ifH .`/ is .` � 1/-c then

ˇk.N
C/ D

�
ˇk.N

�/ for all k ¤ ` � 1; n � `
ˇk.N

�/ � 1 for k D ` � 1; n � `
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2. if n D 2i and ` D i even, then

(a) ifH .`/ is .ˇ-i/ then

ˇk.N
�/ D ˇk.N

C/ for all k

(b) ifH .`/ is `-d then

ˇk.N
C/ D

�
ˇk.N

�/ for all k ¤ i; i � 1
ˇk.N

�/C 1 for k D i; i � 1

or else,
(c) ifH .`/ is ..` � 1/-c/ then

ˇk.N
C/ D

�
ˇk.N

�/ for all k ¤ i; i � 1
ˇk.N

�/ � 1 for k D i; i � 1

3. if n D 2i C 1 and ` D i then

(a) ifH .`/ is .`-d/ then

ˇk.N
C/ D

�
ˇk.N

�/ for all k ¤ i
ˇk.N

�/C 2 for k D i

or else,
(b) ifH .`/ is ..` � 1/-c/ then

ˇk.N
C/ D

�
ˇk.N

�/ for all k ¤ i C 1; i � 1
ˇk.N

�/ � 1 for k D i C 1; i � 1

4. if n D 2i C 1 and ` D i C 1 then

(a) ifH .`/ is ..` � 1/-c/ then

ˇk.N
C/ D

�
ˇk.N

�/ for all k ¤ i
ˇk.N

�/ � 2 for k D i

or else,
(b) ifH .`/ is .`-d/ then

ˇk.N
C/ D

�
ˇk.N

�/ for all k ¤ i C 1; i � 1
ˇk.N

�/C 1 for k D i C 1; i � 1
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The possible effects for a handle containing a singularity of index ` in the case that the
ambient n-manifold is even dimensional, say n D 2i , are as follows. The Betti numbers
that correspond to codimension one closed manifolds of the entering components will in-
crease or decrease by 1 as in Figure 2.1 whenever the handle is respectively, disconnecting
or connecting in nature. However, a new phenomena occurs here for middle-dimensional
handles, i -handles, in an ambient manifold with n D 2i D 0(mod 4), which can be
attached on certain manifolds so that all Betti numbers remain unaltered. These are ˇ-
invariant handles, ˇ-i for short. More on these handles will be said in Chapter 4. Each of
these cases are represented in Figure 2.1.

On the other hand, if the ambient n-manifold is odd dimensional, say n D 2i C
1, the ˇ-invariant handles in Figure 2.1 do not occur. The Betti numbers correspond to
codimension one closed manifolds which are even dimensional, 2i and precisely for the
middle dimensional i -handle which is i -d and i C 1-handle which is i -c, the i -th Betti
number of the entering components will increase or decrease by 2 whenever the handle
is respectively, disconnecting or connecting in nature. All other `-handles exhibit the
algebraic effect of increasing the `-th Betti number of the entering boundary by one if the
handle is disconnecting or decreasing the ` � 1-th Betti number of the entering boundary
by one if the handle is connecting. See Figure 2.1.

ˇ`�1.N
C/Dˇ�1

ˇ`�1.N
C/Dˇ�2, n D 2`C1

ˇ`�1.N
�/ D ˇ

h` D 1h` D 1

ˇ-i n D 2`, ` even.` � 1/-c`-d

h` D 1

ˇ`.N
C/DˇC1

ˇ`.N
C/DˇC2, n D 2`C1

ˇ`.N
�/ D ˇ

✉ ✉✉
❄

❄

❄

❄

❄

❄

Figure 2.1: The possible algebraic effects of `-handles.
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2.4 Lyapunov Graphs, Semigraphs and Obstructions to
Realizations

Lyapunov graphs were initially introduced by Franks (1982) and turn out to be an excellent
bookkeeping device that retains simultaneously local and global dynamical-topological
information of the flow and its phase space which is a closed n-manifoldM .

Recall that results of Conley (1978) imply the existence of a continuous Lyapunov
function f W M ! R associated to the flow 't W M ! M , on a closed n-manifold M
with the property that it strictly decreases along orbits outside of the chain recurrent setR,
that is, if x … R then f .'t .x// < f .'s.x// for t > s and is constant on the chain recurrent
components ofR. For our purposes, we further assume thatR is a finite component chain
recurrent set where each component Rk is an isolated invariant set.

Define the following equivalence relation on M : x �f y if and only if x and y
belong to the same connected component of a level set of f . We call this one dimensional
quotient space,M=�f , a Lyapunov graph. We will refer to a Lyapunov graph associated
to an n-manifold M simply as a Lyapunov graph in dimension n. Due to the fact that
f decreases along orbits of the flow, this graph is directed and has no oriented cycles.
We say that f has c 2 R as a critical value if f .Rk/ D c for some k, otherwise it is
said to be a regular value. A point v in M=�f is called a vertex if f .v/ D c where
c is a critical value and f �1.c/ contains Rk for some k. Otherwise it is an edge point.
Hence, each vertex vk represents componentsRk of the chain recurrent setR and thus can
be labelled with dynamical-topological invariants. For instance, we may label a vertex
vk with the numerical homology Conley indices of the associated Rk and denote it by
h.vk/ D .h0.vk/; : : : ; hn.vk//. Each edge represents a level set f �1.a/ times an interval
.0; 1/ and hence can be labelled with topological invariants of the level set, such as, the
Betti numbers. We remark that the choice of labellings on a graph will depend very much
on the type of results that one seeks to prove.

Given a finite set V we define a directed semigraph G0 D .V 0; E 0/ as a pair of sets
V 0 D V [f1g, E 0 � V 0 �V 0. As usual, we call the elements of V 0 vertices and since we
regard the elements of E 0 as ordered pairs, these are called directed edges. Furthermore
the edges of the form .1; v/ and .v;1/ are called semi-edges (or dangling edges as in de
Rezende (1987)). Note that wheneverG0 does not contain semi edges,G0 is a graph in the
usual sense. The graphical representation of the graph will have the semi-edges cut short,
sometimes referred herein as dangling edges.

Similarly, one may define a Lyapunov semigraph for an isolated invariant setR which
is a component of R of the flow 't . If f is a Lyapunov function associated to 't and
c D f .R/ then for " > 0, the component of f �1Œc � "; c C "� that contains R is an
isolating neighborhood for R. Take .N;N�/ D .f �1Œc � "; c C "�; f �1.c � "// as an
index pair for R. Thus, N=�f is a Lyapunov semigraph. The labelling of vertices and
edges will be the same as for a Lyapunov graph. We will refer to a Lyapunov semigraph
associated to an n-manifold N simply as a Lyapunov semigraph in dimension n.
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2.4.1 Abstract Lyapunov Graphs and Semigraphs
We are ready to define an abstract Lyapunov graph (semigraph) in dimension n and ques-
tion its realizability on a compact n-manifold.

By inferring some properties of Lyapunov graphs, we choose to define an abstract
Lyapunov graph (semigraph) in dimension n as a finite, connected, oriented graph, that
has no oriented cycles. Moreover, each vertex is labelled with a chain recurrent flow on a
compact n-dimensional space or with dynamical-topological invariants. Also, each edge
is labelled with some topological invariants of a closed .n�1/-dimensional manifold. Let
us make this definition more precise for our purposes.

First of all, the edge labelling chosen for abstract Lyapunov graphs (semigraphs) is
the Betti numbers of a closed codimension one manifold which the edge represents. A
Betti number vector is a list of nonnegative integers with .
0; 
1; : : : ; 
n�1; 
n/ where

n�k D 
k , 
0 D 
n D 1 and 
n=2 is even if n is even. Thus, because of duality one
represents .
0; 
1; : : : ; 
n/ by .1; 
1; : : : ; 
b n

2 c/.
We also choose the vertex labelling of abstract Lyapunov graphs (semigraphs) to be

the numerical homology Conley indices, dimCHj .Rk/ D hj .vk/, with j D 0; : : : n of
the chain recurrent component Rk which by hypothesis is an isolated invariant set.

Recall that a vertex vk represents a chain recurrent flowRk on a compactn-dimensional
spaceX that may contribute to the Cornea genus of the phase space, andwhich is collapsed
to a point under the equivalence relation �f . For this reason it is necessary to account
for the parameter �.vk/ related to the Cornea genus of X and thus each vertex is labelled
with a list of nonnegative integers .h0.vk/; : : : ; hn.vk/; �.vk//, where �.vk/ is the cycle
number of the vertex vk .

To shorten and simplify notation, the vertex is labelled hj .vk/ D nj whenever nj ¤
0. Also, �.vj / D kj whenever kj ¤ 0. This latter notation is convenient whenever
.h0.vk/; : : : ; hn.vk/; �.vk// has many zero entries.

The cycle rank �L of a graph L is the maximum number of edges that can be removed
without disconnecting the graph. We define the cycle number of L as � D �L C �V .

Given an abstract Lyapunov graph L with vertex set V and cycle rank �L, we indicate
it by L.h0; : : : ; hn; �/ where

hj D
X

vk2V

hj .vk/ and �V D
X

vk2V

�.vk/:

These definitions are easily extended to Lyapunov semigraphs.

Definition 2.1. An abstract Lyapunov graph (semigraph) in dimension n is an oriented
graph (semigraph) with no oriented cycles, such that:

• each vertex v is labelled with a list of nonnegative integers

.h0.v/ D k0; : : : ; hn.v/ D kn; �.v//;

where �.v/ is the cycle number of the vertex;



66 2. Poincaré–Hopf Inequalities

• each edge is labelled with a Betti number vector .ˇ1; : : : ; ˇb n�1
2 c/ where we omit

ˇ0 D 1 since this is always the case.

An abstract Lyapunov graph of Morse type is an abstract Lyapunov graph with each
vertex v labelled with a nondegenerate singularity of Morse index `, i.e., h`.v/ D 1, and
with all cycle numbers of vertices equal to zero. This is always the case since these singu-
larities are always realized on disks whose genus is zero. Moreover, the label on the edges
will be in concordance with Proposition 2.1, i.e., for each vertex labelled with a singular-
ity of Morse index `, equivalently, with numerical homology Conley index h`.v/ D 1,
the positively incident edges to v will be labelled according to the possibilities of labels
of NC and the negatively incident edges will be labelled according to the possibilities of
labels of N� as dictated by Proposition 2.1.

It is easy to see that the cycle number of an abstract Lyapunov graph of Morse type is
equal to its cycle rank.

2.4.2 Obstructions to Realizability
The question asked regarding an abstract Lyapunov graph L is that of realizability. Does
there exist a continuous flow ' with Lyapunov function f W M ! R such that its Lya-
punov graphM=�f is isomorphic to L?

Theorem 2.2 asserts that any continuous flow defined on a closed manifold M , with
Lyapunov function f W M ! R has a Lyapunov graphM=�f that satisfies the Poincaré–
Hopf inequalities for closed manifolds if and only if it satisfies the generalized Morse–
Conley inequalities for some Betti number vector.

It is worth noting that abstract Lyapunov graphs L carry dynamical data and local
topological invariants of level sets but no information on the Betti numbers ofM . Hence,
one cannot verify if the data they carry satisfy theMorse inequalities. On the other hand,L
carries the information needed to check whether the local Poincaré–Hopf inequalities hold
at each vertex. In any case, the Poincaré–Hopf inequalities, local and global, constitute
necessary conditions for the existence of a gradient-like flow in the first place.

A similar question holds for an abstract Lyapunov semigraph Lv . The realizability
question presents itself once again as to the existence of an isolating block with a flow
whose isolated invariant set matches the numerical homology Conley indices with which
v is labelled and with the Betti numbers of the entering and exiting boundary components
matching the weights of the incoming and outgoing edges of v respectively. In short, an
isolating block whose Lyapunov semigraph is isomorphic toLv . As it was in the previous
case, a necessary condition is that Lv satisfies the local Poincaré–Hopf inequalities.

If we restrict our attention to abstract Lyapunov semigraphs Lv where v is labelled
with numerical Conley indices of a singularity of Morse index `, we have the advantage
that its isolating block is understood as an attachment of an ` handle. This simplifies the
local realization question and reduces it to finding appropriate attaching maps that produce
the desired effects on the boundaries of the resulting isolating block. More on this will be
explored in Chapter 4.
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A direct consequence of Theorem 2.2 is that the data on L.h0; : : : ; hn/ satisfies the
global Poincaré–Hopf inequalities in (2.26), (2.27), (2.28) if and only if it satisfies the
Morse inequalities .2:1/ for some Betti number vector .
0; 
1; : : : ; 
n�1; 
n/.

Hence, the non satisfiability of the Poincaré–Hopf inequalities, (2.26), (2.27), (2.28)
is an obstruction to the realization of the Lyapunov graph L.h0; : : : ; hn/ on a closed man-
ifold. Moreover, this is also true locally. If L.h0; : : : ; hn/ is a Lyapunov semigraph then
the the non satisfiability of the local Poincaré–Hopf inequalities (2.4), (2.5), (2.6) implies
there is no compact manifold which realizes the semigraph.

There is also a global obstruction given by the cycle number � of the graph. Cruz and
de Rezende (1998) showed that the cycle rank1 � of a Lyapunov graph is a lower bound
to the Cornea genus, g.M/. Hence,

� 6 g.M/ 6 ˇ1.M/

which generalizes a theorem of Franks (1982) which asserts that ifM is simply connected
then its Lyapunov graph,M=�f , is a tree, i.e., � D 0.

Hence, as mentioned previously, � > ˇ1.M/ is an obstruction to realization. If the
data on the Lyapunov semigraph satisfies the local �-Poincaré–Hopf inequalities (2.4),
(2.5), (2.6) it is said to be admissible. Similarly, if the data on a Lyapunov graph satisfies
the global �-Poincaré–Hopf inequalities (2.26), (2.27), (2.28) it is also said to be admissi-
ble.

In Chapter 3 we determine all possible Betti number vectors for realizations of an
admissible Lyapunov graph L.h0; : : : ; hn/ on a closed manifold.

In Chapter 4, we search for sufficient conditions that guarantee realizability of admis-
sible Lyapunov semigraphs Lv . In other words, we construct an isolating block for a
continuous flow with an isolated invariant set which has a Lyapunov graph isomorphic
to Lv . In general, the realization of Lv is not unique, since, based solely on numerical
Conley indices there are topologically non equivalent isolated invariant sets that realize
it. In Chapter 4, one explores the sufficiency of the Poincaré–Hopf inequalities for the
realizability of an abstract Lyapunov graph (semigraph) on compact manifolds.

2.5 Graph Morsification and hcd
� -Systems

One cannot help but wonder if a flow 't for a more intricate isolated invariant sets R
with isolating block .N;NC; N�/ could be better understood by studying a simpler iso-
lated invariant set S with the same isolating block N and with the same entering and
exiting sets, NC and N� respectively. This, of course, would imply that the homotopy
Conley indices are isomorphic, i.e., h.R/ D h.S/ since it is completely determined by
.N;NC; N�/. Consequently it would follow that the homology Conley indices are iso-
morphic CH�.R/ D CH�.S/.

For instance, there are suspensions of subshifts of finite typeR for a Smale flowwhose
isolating block is the same as that of a collection of periodic orbits S of a Morse–Smale

1In this work, it was assumed that the cycle rank was equal to the cycle number
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flow. See Cruz and de Rezende (1999) and Lima, Manzoli Neto, and de Rezende (2019).
One can ask if the simpler dynamics of a Morse–Smale flow sheds light on the more
complicated dynamics of a Smale flow or vice-versa. Is there a continuation from one
flow to the other? The same question holds if one takes a more intricate isolated invariant
set R for a flow 't with isolating block .N;NC; N�/ and considers an isolated invariant
set S made up of Morse singularities that has the same isolating block. Furthermore, one
may study bifurcation behaviour or the family of flows related by continuation of 't .

It is well known that given a compact smoothmanifoldN there exists aMorse function
defined on N and consequently a Morse gradient flow.

Given a continuous flow 't with an isolated invariant set R with isolating block
.N;NC; N�/ and numerical homologyConley indices equal to fh0; h1 : : : ; hng, onewould
like to determine a morsified flow with precisely hi Morse singularities of index i , for all
i D 0; : : : n defined on .N;NC; N�/. Moreover, the set S made up of the the union of
these singularities and their connections must be a maximal isolated invariant set in N
and thus its Conley index h.S/ is of the same homotopy type as h.R/. This Morsification
process in general provides more qualitative information. Intuitively, the Morsification of
a Lyapunov graph L means the removal of all vertices v of L that are not labelled with
nondegenerate singularities and substitute it with a semigraph of Morse type that respects
the incident edges of v.

Consider the Lyapunov semigraphs Lv , where the vertex v is labelled with the numer-
ical homology Conley indices of an isolated invariant set R and LS with S D [k

j D1vj ,
where each vj is labelled with a nondegenerate singularity.

A Lyapunov semigraph Morsification of Lv to LS preserves the same labelled incom-
ing and outgoing edges incident to Lv and the total numerical homology Conley indices
in each dimension. 2

Although, our emphasis in this book is on Morsification results, it is interesting to
define a broader concept of graph continuation.3 One can also define a Lyapunov sem-
igraph continuation. In other words, given Lv where v is labelled with the numerical
homology Conley indices ofR, a semigraph continuation of Lv to a semigraph LS where
S D [k

j D1vj will preserve the same labelled incoming and outgoing edges as Lv and the
total numerical homology Conley indices in each dimension

h�.v/ D

kX

j D1

h�.vj /; 8�:

Note that the continued Lyapunov graph need not be of Morse type. See Figure 2.2.
An abstract Lyapunov graph L D L.h0; : : : ; hn/ admits a Morsification if Lv admits

a Morsification for all vertices v of L.
2Bertolim, Mello, and de Rezende (2003b) introduced this concept as vertex explosionwhich we now replace,

in this text, with this more suggestive term.
3The main inspiration in adopting the term continuation comes from flow continuation, although Lyapunov

graph or semigraph continuation does not imply flow continuation of its realization on a closed manifold or an
isolating block respectively.
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One approach in attempting to find an answer to the Morsification of an abstract Lya-
punov graph L.h0; : : : ; hn/ which has all its edges labelled with Betti number vectors is
to tackle it first locally and at a combinatorial level.

Wewish to address the question of morsifiability, that is, whether aMorsification ofLv

is possible. In the following example, one obtains several Morsifications LS associated
to Lv , see Figure 2.3.

Figure 2.2: Semigraph Lv

An abstract Lyapunov graph L admits a Morsification if each vertex can be morsified.
Of course the data with which vertices and edges are labelled in L.h0; : : : ; hn/ must

satisfy the local Poincaré–Hopf inequalities at each vertex and its incident edges since
this is a necessary condition for realizability. But is this enough to guarantee it can be
morsified? The overarching theorem in this setting asserts that the satisfiability of the local
Poincaré–Hopf inequalities are sufficient condition for the Morsification ofL.h0; : : : ; hn/.

Theorem 2.3. Every abstract Lyapunov graph that satisfies the Poincaré–Hopf inequali-
ties at each vertex can be morsified.

In other words, admissible Lyapunov graphs are morsifiable. An example is in order.
See Figure 2.4 and Figure 2.5.

2.5.1 Morsification Algorithm
The underlying idea is to locally describe under which conditions an abstract Lyapunov
semigraph Lv.h0; : : : ; hn/ can be morsified.

Note that it is not a question of merely choosing hk vertices labelled with singularities
of Morse index k, since one must insure that the Betti numbers on the incident edges of
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Figure 2.3: Morsifications
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h1 = 4, h2 = 1, h3 = 1, h4 = 1, h5 = 1, h6 = 3

(0, 0, 0)
(0, 0, 0) (0, 0, 0)

h0=1

h7 = 1 h7 = 1
(0, 0, 0) (0, 0, 0)

h0=1 h0=1

Figure 2.4: Admissible Lyapunov graph
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Figure 2.5: Morsifications
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the Morsified graph are the same as those of Lv.h0; : : : ; hn/. This does not happen by
merely adding the correct number of Morse singularities. One must also gain control over
the effects that each singularity has on increasing or decreasing the Betti numbers on the
boundary of its isolating block as described in Proposition 2.1. The same terminology
introduced for `-handles in Proposition 2.1 is used for vertices labelled as a singularity of
Morse index `, that is, labelled with h`.v/ D 1 and all other numerical homology indices
equal to zero. In other words, all vertices of an abstract Lyapunov graph labelled with
h`.v/ D 1 are distinguished as being either ` disconnecting, `-d, or `�1 connecting, `�1-
c. Moreover, whenever the graph represents an even dimensional manifold of dimension
2i , a vertex labelled as a singularity of middle dimensional Morse index i may have the
possibility of being ˇ-invariant, ˇ-i.

This is done by presenting an algorithm in terms of `-d, .`�1/-c and ˇ-i vertices which
will in fact give more qualitative information than merely the number of singularities of
each index. It also provides the type of each singularity as described in Proposition 2.1.

Semigraph Morsification Algorithm

In this section, a Lyapunov semigraph Morsification algorithm will be presented for a sad-
dle type vertex v, Lv.h0; : : : ; hn/ with h0 D hn D 0, n > 2, and hi ; 0 < i < n nonnega-
tive integers. Recall that the semigraph corresponds to an isolated invariant set of saddle
type of a gradient-like flow on an isolating block of dimension n with the topological-
dynamical data given in Lv.h0; : : : ; hn/. Hence, v is labelled with fh1; h2; : : : ; hn�1g

and its incoming edges labelled with f.ˇC
0 ; : : : ; ˇ

C
n�1/i g

eC

iD1 and outgoing edges labelled

with f.ˇ�
0 ; : : : ; ˇ

�
n�1/i g

e�

iD1. Let B
C
j D

eCX

iD1

.ˇC
j /i and B

�
j D

e�X

iD1

.ˇ�
j /i . See Figure 2.6.

Observe that B�
0 D e� and BC

0 D eC.

fh1; h2; : : : ; hn�1g

.ˇ�
0 ; : : : ; ˇ

�
n�1/e�.ˇ�

0 ; : : : ; ˇ
�
n�1/1

.ˇC
0 ; : : : ; ˇ

C
n�1/eC.ˇC

0 ; : : : ; ˇ
C
n�1/1

: : :

: : :

❅
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Figure 2.6: Lv Morsification
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Consider an abstract Lyapunov semigraph Lv.h0; : : : ; hn; �/ with eC > 0 incoming
and e� > 0 outgoing edges. The ambient dimension is assumed to be n and is associated
to a possible realization of Lv as a flow on a compact n-manifold. For a clearer picture of
the Morsification algorithm that will morsify Lv in order to obtain an abstract Lyapunov
semigraph of Morse typeL, one should construct two semigraphs: L� which will contain
all vertices labelled with hk D 1 for k 6 i and LC which contains the remaining vertices
and join them to form L where i refers to middle dimensions in both the even n D 2i
and odd n D 2i C 1 dimensional cases. The latter having two middle dimensions i and
i C 1. The semigraph LC will have the property that it has eC incoming edges and one
outgoing edge and the semigraph L� has has e� outgoing edges and one incoming edge.
We will show that the outgoing edge of LC and the incoming edge of L� have the same
Betti number vector and hence both semigraphs can be joined at that edge.

Schematically the Lyapunov semigraph Morsification algorithm has four basic parts:

1. adjusting the incident edges �! defines GC and G�;

2. inserting cycles according to the parameter �;

3. the linear morsification without middle dimensions �! defines GC [
[̀

j D1

LC
j and

G� [
[̀

j D1

L�
j where ` < mid-dimension;

4. middle dimension morsification �! consider n odd, n � 0 mod 4, n � 2 mod 4.

For clarity, we start by assuming that the given data .h0; : : : ; hn; �/ on v has � D 0
as well as hn D h0 D 0. In this case v will necessarily be a vertex of saddle type, i.e.,
eC > 0 and e� > 0. At the end of the construction we remove these hypothesis.

The construction ofL� is done in increasing order of index, i.e, first adding h1 vertices
labelled h1 D 1 up to hi vertices labelled hi D 1. The construction of LC is analogous,
it is done in decreasing order of index, i.e, first adding hn�1 vertices labelled hn�1 D 1
down to hiC1 vertices labelled hiC1 D 1. As the vertices labelled with singularities are
inserted, recall that the variation of the labels on the edges is always considered in the
opposite direction of the orientation of the graph. Hence, the insertion of a vertex v and
its effect on the Betti number of the edge is always accounted for on the edge positively
incident to v.

The first part of the algorithm consists in adjusting the incident edges of the semigraph
L� since it must have the same number of outgoing edges as the semigraph Lv . We start
by constructing a semigraph G� which is formed using h1 vertices labelled with h1 D 1
of type 0-c. This has the effect of decreasing the 0-th Betti number by one and that is why
this semigraph is an inverted Y, i.e. two outgoing edges and one incoming edge.

Choose two outgoing edges of Lv and join them with a vertex labelled with h1 D 1
of type 0-c forming a semigraph G�

1 . The incoming edge of G�
1 has Betti number vector
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equal to .1; .ˇ�
1 /1C.ˇ�

1 /2; : : : ; .ˇ
�
n�2/1C.ˇ�

n�2/2; 1/. Now form a semigraphG�
2 joining

the incoming edge of G�
1 to a third edge of Lv using a vertex labelled with h1 D 1 of

type 0-c. The incoming edge of G�
1 [G�

2 has Betti number vector .1; .ˇ�
1 /1 C .ˇ�

1 /2 C
.ˇ�

1 /3; : : : ; .ˇ
�
n�2/1 C .ˇ�

n�2/2 C .ˇ�
n�2/3; 1/. Hence, by joining all remaining edges

of Lv in this fashion, one eventually obtains a semigraph G� with e� outgoing edges
matching the labels of the outgoing edges ofLv and one incoming edge with Betti number
vector equal to .1; B�

1 ; : : : ; B
�
n�2; 1/. Similarly, one constructsGC which is formed using

vertices labelled with h.n�1/ D 1 of type .n � 1/-d.
Thus we must satisfy:

e� � 1 � hc
1 D 0; (2.29)

and
eC � 1 � hd

n�1 D 0: (2.30)

Of course, each subsequent step requires that the equation

hj D hc
j C hd

j , j D 1; : : : ; n (2.31)

be satisfied so that the total numerical homology indices in L are the same as those in Lv .
To be more precise and cover the rare presence of ˇ invariant type vertices that can only
occur in the mid-dimension i of an n D 2i dimensional manifold where i is even, we
must choose the more general form of equation (2.31)

hj D hc
j C hd

j C ˇi , j D 1; : : : ; 2i � 1; ˇi D 0 if j ¤ i or i is even: (2.32)

f1; B�
1 ; : : : ; B

�
n�2; 1g

0-c h1 D 1

0-c h1 D 1

✉
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❄

:::

G�

Figure 2.7: Construction of semigraph G�



2.5. Graph Morsification and hcd
� -Systems 75

The subsequent steps of the algorithm rely on the fact that vertices labelled with h` D
1 or h`C1 D 1 are the only ones responsible for the effect of increasing or decreasing
the `-th Betti number on any edge depending on whether it is `-d or .`/-c respectively.
At all times, one must keep in mind that we are dealing with closed codimension one
manifolds as boundary components where Poincaré duality holds. Therefore, once all
singularities `-d, `C 1-c, have been used in the Morsification algorithm to construct L�

`

and all singularities .n� 1� `/-d, .n� `/-c have been used in the construction of LC
`
one

must have B` D Bn�1�` on both the incoming edge of L�
`
and the outgoing edge of LC

`
.

Since the insertion of any other type of vertexwill not alter the `-th and the .n�`�1/-th
Betti number it is necessary that:

B` D B�
` C hd

` � hc
`C1 D BC

`
� hd

n�`�1 C hc
n�`: (2.33)

If the above equality is true then by duality the following equality holds:

Bn�`�1 D B�
n�`�1 C hd

` � hc
`C1 D BC

n�`�1
� hd

n�`�1 C hc
n�`:

The labels of B` and Bn�`�1 for 0 < ` < i have all been adjusted.
Since these semigraphs L�

k
for 1 < k < i have the property that all vertices have

degree 2 they can be joined. However, in the middle dimension i , if n D 2i or n D 2iC1,
this has to be done carefully since the effect on the Betti numbers is slightly different.

The final part of the algorithm consists in inserting the middle dimensional singular-
ities, if there are any, and joining LC to L� if they have not already been joined in the
previous part. Of course, all of this must be done, so that the weights on the last two edges
to be joined coincide.

At this point the adjustments of the labels for the middle dimensions must be made.

Middle dimensional case for n D 2i C 1

Thus far two graphs G� [

i�1[

j D1

L�
j with incoming edge labelled with

f1; B1; B2; : : : ; Bi�1; B
�
i ; BiC1; : : : ; B2i�1; 1g

and GC [

i�1[

j D1

LC
j with outgoing edge labelled with

f1; B1; B2; : : : ; Bi�1; B
C
i ; BiC1; : : : ; B2i�1; 1g

have been constructed.



76 2. Poincaré–Hopf Inequalities

To adjust B�
i insert hd

i vertices labelled with hi D 1 of type i -d to the incoming edge

of G� [

i�1[

j D1

L�
j . Hence, the label on the incoming edge of the last vertex inserted of this

type is B�
i C 2hd

i .
Now insert hc

iC1 vertices labelled with hiC1 D 1 of type i -c to the outgoing edge of

GC [

i�1[

j D1

LC
j . Thus, the label on the outgoing edge of the last vertex inserted of this type

is BC
i C 2hc

iC1.
Thus, it is necessary that:

Bi D B�
i C 2hd

i D BC
i C 2hc

iC1: (2.34)

Since, the labels on the outgoing edge of one graph now coincides entirely with the
labels on the incoming edge of the other graph, they can be joined to form a connected
graph L.

Hence, at the end of this construction, we have imposed a collection of equations
(2.29), (2.30), (2.31) (2.33), (2.34) forming a linear system that must be solved for
fhc

1; h
d
1 ; : : : ; h

c
2i ; h

d
2i g, in order for the algorithm to work.

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
<̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
:̂

hj D hc
j C hd

j , j D 1; : : : ; 2i

e� � 1 � hc
1 D 0

eC � 1 � hd
2i D 08

ˆ̂̂
<̂
ˆ̂̂
:̂

�.BC
1 � B�

1 /C hd
1 � hc

2 � hc
2i C hd

2i�1 D 0

�.BC
2 � B�

2 /C hd
2 � hc

3 � hc
2i�1 C hd

2i�2 D 0
:::
�.B

C

i
�B�

i
/

2
C hd

i � hc
iC1 D 0

(2.35)

Middle dimensional case for n D 2i

Observe that in this case the variation of the middle dimensional Betti numberB�
i�1 and its

dualB�
i will vary by 0 if the vertex is of ˇ-i type or by 1 otherwise. Recall that ˇ-invariant

type vertices never occur if n D 2 mod 4.
Insert hd

i�1 vertices labelled with hi�1 D 1 of type .i � 1/-d to the incoming edge

of G� [

i�2[

j D1

L�
j . Hence, the label on the incoming edge of the last vertex of this type

inserted will be B�
i�1 C hd

i�1. Subsequently, insert h
c
i vertices labelled with hi D 1 of

type .i � 1/-c. The label on the incoming edge of G� [

i�1[

j D1

L�
j will be B�

i�1 C hd
i�1 � hc

i .



2.5. Graph Morsification and hcd
� -Systems 77

By duality the label B�
i will be modified to B�

i C hd
i�1 � hc

i . We have constructed L�.
Similarly, insert hc

iC1 vertices labelled with hiC1 D 1 of type i -c to the outgoing edge

of GC [

i�2[

j D1

LC
j . Hence, the label on the outgoing edge of the last vertex of this type

inserted will be BC
i C hc

iC1. Subsequently, insert h
d
i vertices labelled with hi D 1 of

type i -d forming GC [

i�1[

j D1

LC
j and the label on the outgoing edge of this graph will be

BC
i � hd

i C hc
iC1. By duality the label B

C
i�1 has been modified to B

C
i�1 � hd

i C hc
iC1. We

have constructed LC.
Moreover, it is necessary that

B�
i�1 C hd

i�1 � hc
i D BC

i�1 � hd
i C hc

iC1: (2.36)

By duality if the above equation holds then the following is true

B�
i C hd

i�1 � hc
i D BC

i � hd
i C hc

iC1:

Since, the labels on the outgoing edge of the graphLC now coincides entirely with the
labels on the incoming edge of the other graphL�, they can be joined to form a connected
graph L.

Hence, at the end of this construction, we have imposed a collection of equations
(2.29), (2.30), (2.32), (2.33), (2.36) forming a linear system that must be solved for
fhc

1; h
d
1 ; : : : ; ˇ

i ; : : : ; hc
2i�1; h

d
2i�1g in order for the algorithm to work.

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
<
ˆ̂̂
ˆ̂̂
ˆ̂̂
:

hj D hc
j C hd

j C ˇi , j D 1; : : : ; 2i � 1; ˇi D 0 if j ¤ i or i is odd:
e� � 1 � hc

1 D 0

eC � 1 � hd
2i�1 D 08

ˆ̂̂
<
ˆ̂̂
:

�.BC
1 � B�

1 /C hd
1 � hc

2 � hc
2i�1 C hd

2i�2 D 0

�.BC
2 � B�

2 /C hd
2 � hc

3 � hc
2i�2 C hd

2i�3 D 0
:::

�.BC
i�1 � B�

i�1/C hd
i�1 � hc

i � hc
iC1 C hd

i D 0

(2.37)

General Case

In the last section, we arrived at hcd systems that must be solved to guarantee a continua-
tion of an abstract Lyapunov graphLv.h0 D 0; h1; : : : ; hn�1; hn D 0/where v is a saddle
type vertex.

The restriction that a saddle vertex must have h0 D 0 and hn D 0 can easily be
removed and one can consider a general saddle type vertex w and its abstract Lyapunov
semigraph Lw.h0; h1; : : : ; hn�1; hn/ with eC incoming and e� outgoing edges.
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This is done by adjusting the incident edges to the vertex w before applying algorithm
described in 2.5.1. Form GC

0 with hn vertices labelled with hn D 1 and hn � 1 vertices
labelled with hn�1 D 1 of the type .n�1/-d which has one outgoing edge which connects
to v labelled .1; 0; : : : ; 0; 1/. We also form G�

0 with h0 vertices labelled with h0 D 1
and h0 � 1 vertices labelled with h1 D 1 of the type 0-c and has one incoming edge
labelled .1; 0; : : : ; 0; 1/. By joining GC

0 to an edge positively incident to w and G�
0 to an

edge negatively incident to w, we have formed a new abstract graph Lv.zh0 D 0; zh1 D

h1 �.h0 �1/; h2; : : : ; hn�2; zhn�1 D hn�1 �.hn �1/; zhn D 0/which has eC C1 positively
incident edges to v and e� C 1 negatively incident edges to v . Now one applies the
algorithm to this abstract graphLv.0; zh1; : : : ; zhn�1; 0/. Note that the numerical homology
Conley indices hk with which v is labelled remain the same as in Lw for all dimensions
k ¤ 0; 1; n�1; n. Moreover, the incident edges to v retain the same Betti number vectors
as the edges incident to w except, of course, for the two additional edges incident to v
added in the construction and which are both labelled with .1; 0; : : : ; 0; 1/. This, however,
does not affect the validity of the Poincaré–Hopf inequalities, since BC

k
and B�

k
for k D

1; : : : ; .n � 1/ remain unaltered. Furthermore, the new data on v, namely zh1 D h1 �

.h0 � 1/, zhn�1 D hn�1 � .hn � 1/ and the number of incoming edges eC C 1 and
outgoing edges e� C 1 must satisfy (2.29) and (2.30), this implies that the original data
.h0; h1; : : : ; hn�1; hn/ must satisfy the more general formulae:

e� � 1 � hc
1 C h0 D 0 (2.38)

and
eC � 1 � hd

2i�1 C hn D 0: (2.39)

All other equations in the hcd system do not change.
One has a similar situationwith a repellor or attractor vertex. Without loss of generality,

we assume w to be a repellor vertex since the construction is analogous for an attractor
vertex. LetLw.h0; h1; : : : ; hn�1; hn/with eC D 0 incoming and e� outgoing edges be an
abstract Lyapunov semigraph. One precedes the use of the algorithmwith the construction
of GC

0 and G�
0 as described in the previous paragraph. The new vertex v has eC D 1

positively incident edge and e� C 1 negatively incident edges. One can now apply the
algorithm to Lv.0; zh1; : : : ; zhn�1; 0/ as done previously. The data on Lv must satisfy the
hcd system with equations (2.29) and (2.30) substituted for (2.38) and (2.39) respectively.

2.5.2 Morsification and the presence of cycles
One last remark on the � parameter: to include the � parameter introduced in Section 2.4
in the Morsification algorithm for Lv.h0; : : : ; hn; �/ one need only substitute (2.38) and
(2.39) for (2.40) and (2.41), respectively.

e� � 1 � hc
1 C h0 C � D 0 (2.40)
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Figure 2.8: Generalized saddle vertex Lw .
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Figure 2.9: Partial morsification of Lw to create Lv.0; zh1; : : : ; zhn�1; 0/
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Figure 2.10: Generalized repeller vertex.

h2; h1 � .h0 � 1/; h0 D 0
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Figure 2.11: Partial morsification of a repeller vertex.
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and
eC � 1 � hd

2i�1 C hn C � D 0: (2.41)

Adjusting the incident edges

In this step we wish to define GC and G�.
Choose e� � 1 vertices labelled with h1 D 1 of type 0-c. This is possible by the last

inequality in (2.4). By choosing this number of vertices labelled with 1-singularities, G�

is formed with e� outgoing edges and one incoming edge. Singularities of type 0-c do
not alter the ˇi with 0 < i < n � 1. This type of singularity decreases ˇ0 and by duality
ˇn�1. Hence, the incoming edge of G� has B�

0 D B�
n�1 D 1 and B�

j D
Pe�

iD1.ˇ
�
j /i

with j D f1; : : : ; n�2g. See Figure 2.13. Similarly, the graphGC is formed by choosing
eC � 1 vertices labelled with hn�1 D 1 of type n � 1-d.

The insertion of cycles

An elementary cycle is a pair of .hc
1; h

d
n�1/ with one edge labelled with .1; 0; : : : ; 0; 1/

and the other edge labelled with .1; ˇ1; : : : ; ˇn�2; 1/. See Figure 2.12.

0-c h1 D 1

.n � 1/-d hn�1 D 1

.1; 0; : : : ; 0; 1/ .1; ˇ1; : : : ; ˇn�2; 1/

Figure 2.12: .hc
1; h

d
n�1/ pair

Without loss of generality, attach to G�, � elementary cycles where

.1; ˇ1; : : : ; ˇn�2; 1/ D .1; B�
1 ; : : : ; B

�
n�2; 1/:

Of course this attachment can also be done toGC. It is clear that once � cycles are inserted
the number of vertices labelled with h1 D 1 of type 0-c is greater or equal to �. Similarly,
the number of vertices labelled with hn�1 D 1 of type n � 1-d is greater or equal to �.

Hence all together we have inserted hc
1 D �C e� � 1 vertices labelled with h1 D 1 of

type 0-c. Similarly, we have inserted hd
n�1 D �C eC � 1 vertices labelled with hn�1 D 1

of type .n � 1/-d. This is possible due to the last two inequalities in (2.4), which asserts
that for this saddle vertex v (h0 D hn D 0):
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�
h1 > �1C e� C �

hn�1 > �1C eC C �
(2.42)

However, more cycles can appear in the morsification.
The last cycle inserted has incoming edge labelled with

.1; B�
1 ; B

�
2 ; : : : ; B

�
mid ; : : : ; B

�
n�2; 1/:

�
�

��

�
�✠

❅
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❅❅

❅
❅❘

❅
❅
❅❅

❅
❅❘

�

�

:::

0-c h1 D 1

0-c h1 D 1

G�

.1; B�
1 ; : : : ; B

�
n�2; 1/

.n � 1/-d hn�1

0-c h1

:::

.n � 1/-d hn�1

0-c h1

Figure 2.13: Morsification with insertion of cycles.

2.5.3 hcd
� -Systems

Hence, all these adjustments are recorded in the following hcd
� -systems which describes

the morsification of a saddle vertex labelled with

.h0 D 0; h1; : : : ; hn�1; hn D 0; �/:
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Hence, these linear hcd
� -systems of equations, 2.43 in the odd dimensional case and

2.44 in the even dimensional case, must be solved for

.hc
1; h

d
1 ; : : : ; ˇi ; : : : ; h

c
2i ; h

d
2i ; �/

and
.hc

1; h
d
1 ; : : : ; ˇi ; : : : ; h

c
2i�1; h

d
2i�1; �/

respectively, in order for the saddle morsification algorithm to work.

n D 2i C 1

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
<̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
:̂

e� � 1 � hc
1 C � D 0

fhj D hc
j C hd

j , j D 1; : : : ; 2i

eC � 1 � hd
2i C � D 08

ˆ̂̂
<̂
ˆ̂̂
:̂

�.BC
1 � B�

1 /C hd
1 � hc

2 � hc
2i C hd

2i�1 D 0

�.BC
2 � B�

2 /C hd
2 � hc

3 � hc
2i�1 C hd

2i�2 D 0
:::
�.B

C

i
�B�

i
/

2
C hd

i � hc
iC1 D 0

(2.43)

or

n D 2i

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂<
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂:

e� � 1 � hc
1 C � D 0�

hj D hc
j C hd

j , j D 1; : : : ; 2i � 1; j ¤ i

hi D hc
i C hd

i C ˇi ; where ˇi D 0 if 2i ¤ 0 mod 4
eC � 1 � hd

2i�1 C � D 08
ˆ̂̂
<
ˆ̂̂
:

�.BC
1 � B�

1 /C hd
1 � hc

2 � hc
2i�1 C hd

2i�2 D 0

�.BC
2 � B�

2 /C hd
2 � hc

3 � hc
2i�2 C hd

2i�3 D 0
:::

�.BC
i�1 � B�

i�1/C hd
i�1 � hc

i � hc
iC1 C hd

i D 0

(2.44)

2.5.4 Conclusion
The Morsification occurs if the hcd

� -systems have a solution and this is possible if and
only if the Poincaré–Hopf inequalities are satisfied. It becomes imperative to solve the
hcd

� -systems and this will be achieved in the next chapter. The results presented therein
are proved and explored at length in Bertolim, Mello, and de Rezende (2003a). The hcd

� -
systems are modeled as network flow problems. The study of the feasibility of the par-
ticular network flow problems obtained will give rise to the Poincaré–Hopf inequalities.
Furthermore, we show how to produce solutions and give the total number thereof. Our
presentation will benefit from adopting the following notation

8
ˆ̂<
ˆ̂:

Bj D BC
j � B�

j ; for j D 1; : : : ; b.n � 2/=2c;

Bj D .BC
j � B�

j /=2; for j D .n � 1/=2; if n is odd;
BC

0 D �1C eC C �;
B�

0 D �1C e� C �:

(2.45)
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We reproduce below the Poincaré–Hopf inequalities in a concise format, as presented
in Cruz, Mello, and de Rezende (2005), to facilitate the identification of the inequalities
obtained in the feasibility analysis. The inequalities are valid for integral n > 3.

hj >

j �1X

kD1

.�1/kCjBk C.�1/j .BC
0 �B�

0 /C

j �1X

kD1

.�1/kCj.hn�k �hk/ > �hn�j ;

for j D 2; : : : ;
�

n
2

˘
(2.46)

h1 > B�
0 (2.47)

hn�1 > BC
0 (2.48)

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
<
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
:

n D
D 2i C 1

8
<
:

iX

kD1

.�1/kBk C .BC
0 � B�

0 /C

iX

j D1

.�1/j .hn�j � hj / D 0: (2.49)

n D 2i;
i odd

(
hi �

i�1X

kD1

.�1/kBk � .BC
0 � B�

0 / �

i�1X

kD1

.�1/k.hn�k � hk/ � 0 mod 2:

(2.50)

In the next chapter, we prove the following theorems:

Theorem 2.4. Consider an abstract Lyapunov semigraph LB where the vertex v associ-
ated to B is labelled with .h0.v/; : : : ; hn.v/; �v/. It admits Morsifications to Morse type
Lyapunov semigraphs with cycle rank greater or equal to �v if and only if it satisfies the
Poincaré–Hopf inequalities (2.4)–(2.6), where �v 6 minfh1 � .e� C h0 � 1/; hn�1 �
.eC C hn � 1/g. Moreover, the number of possible continuations is obtained.

The local Poincaré–Hopf inequalities (2.4)–(2.6) involve the number of exiting, e�,
and entering, eC, boundaries of B as well as their Betti numbers. Theorem 2.4 implies the
following theorem.

Theorem 2.5. Consider an abstract Lyapunov graph L.h0; : : : ; hn; �/. It admits Morsifi-
cations to abstract Lyapunov graphs of Morse type with cycle rank greater or equal to �
if and only if it satisfies the Poincaré–Hopf inequalities (2.4)–(2.6) at each vertex, where
� 6 minfh1 � .h0 �1/; hn�1 � .hn �1/g. Moreover, the number of possible continuations
is obtained.



3 Network Flows
and Morsification

Despite its deceptively humble beginnings with Euler’s solution to the Königsberg bridge
problem in 1735, graph theory has enjoyed a rich and fruitful growth, both as an indepen-
dent research area and in a supporting role in other interconnected areas, giving rise to
busy subareas of research. Network flow theory is one such offshoot, a successful product
of its modeling capabilities and theoretical results.

3.1 Brief graph theoretical background
The terminology and notation adopted in graph theory is unfortunately not uniform. The
same entity may be called a chain, a walk or a path in Ford and Fulkerson (1962), Ahuja,
Magnanti, and Orlin (1993) or Lawler (2001), respectively. Thus it behooves us to inform
the choices adopted herein and help the novice in graph theory understandwhat will follow.
The presentation will nevertheless be limited to the bare essentials, that is, the concepts,
terms and facts used later on in the study of the network flow problems to be obtained.

A directed graph G D .N;A/ consists of a finite set N of distinct elements, called
nodes, and a finite setA of distinct ordered pairs of nodes, called arcs. If i and j are nodes
and we denote by e the ordered pair .i; j /, we say that arc e is incident to i and j , j is
the head of e and j its tail. Figure 3.1 depicts a directed graph with four nodes and five
arcs. It contains a path from node 0 to node 3, the sequence 0; a; 1; d; 3, and a directed
path from node 0 to node 3, the sequence 0; a; 1; c; 2; e; 3. A path is a sequence of nodes
and arcs i1; e1; i2; e2; : : : ; ek ; ik , such that each pair of successive arcs in the sequence,
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say e` and e`C1, are incident to the node, i`, between them in the sequence and no node is
repeated. To shorten the path description we may just use the arc sequence, for instance
a; d instead of 0; a; 1; d; 3 in the first example, and a; c; e instead of 0; a; 1; c; 2; e; 3 in
the second. In fact, from the arc sequence we may infer the appropriate node sequence.
In its directed version, the head of an arc in the sequence is the tail of the following arc.
If the (omitted) sequence of nodes in path e1; e2; : : : ; ek�1 is i1; i2; : : : ; ik , then arc ej is
a forward (resp., backward) arc in the path if its tail is node ij and its head is node ij C1

(resp., its tail is node ij C1 and its head is node ij ). The directed graph of Figure 3.1 also
contains the cycle a; c; b and the directed cycle c; e; d . A cycle is a closed path , where
the first and last node are the same (the only repeated node). These paths and cycles are
also shown in Figure 3.1. Arc d is a backward arc in path a; d . Arc b is a backward arc
in cycle a; c; b. Arc a is a forward arc in path a; d .

A directed graph zG D . zN; zA/ is a directed subgraph of G D .N;A/ if zN � N , and
zA � A. A tree is a directed graph with no cycles and number of arcs equal to number
of nodes minus one. The paths a; d and a; c; e in Figure 3.1 (remember the paths also
contains the nodes to which the arcs in the path are incident) are subgraphs of G that are
trees.

0

1

2

3

a

c

b

d

e

Directed graph G D .N;A/

N D f0; 1; 2; 3g
A D fa; b; c; d; eg

0

1

3

a d

Path a; d

0

1

2

3

a

c

e

Path a; c; e

0

1

2

a

c

b

Cycle a; c; b

1

2

3c

d

e

Cycle c; e; d

Figure 3.1: Directed graph, paths and cycles.

The incidence matrix representation of a directed graph opens the door to algebraic ma-
nipulations. Each row of the incidence matrix is associated with a node and each column
with an arc. The column associated with arc .i; j / contains a�1 in the row associated with
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node i , a 1 in the row associated with node j , and zeros in the remaining rows. Figure 3.2
shows the incidence matrix of the graph depicted in Figure 3.1.

0
1
2
3

2
64

a
�1

b
�1

c
0

d
0

e
0

1 0 �1 1 0
0 1 1 0 �1
0 0 0 �1 1

3
75

Figure 3.2: Incidence matrix of directed graph of Figure 3.1

A directed network is constituted by a directed graph in which numerical values are
associated with nodes and/or arcs. Suppose we associate a numerical quantity, say, a flow,
with each arc. Let x D .xa; xb; xc ; xd ; xe/ denote the flow associated with the arcs in
the directed graph of Figure 3.1. Since the cardinality of the flow vector is equal to the
number of columns of the incidence matrix of the same directed graph, we may perform
the matrix vector multiplication below.

2
64

�1 �1 0 0 0
1 0 �1 1 0
0 1 1 0 �1
0 0 0 �1 1

3
75

2
6664

xa

xb

xc

xd

xe

3
7775 D

2
64

�xa � xb

xa � xc C xd

xb C xc � xe

�xd C xe

3
75 :

Imagine that xij is the amount of flow “moving” from i to j along arc .i; j /. Notice
that the first row of the product above, the row associated with node 0, gives exactly the
negative of the flow out of node 0. The row associated with node 2, the third component
of the matrix vector product, is xb Cxc �xe , that is, the flow going into node 2minus the
flow going out of node 2. This is no accident, but a consequence of the sign convention
that was adopted for the incidence matrix.

Now further suppose that we are given a numerical value for each node, the node
constant. The equation

flow into node i � flow out of node i D constant associated with node i

is called a flow conservation equation. The simplest version of a network flow problem is
to find a nonnegative flow that satisfies all flow conservation equations, or, in other words,
a feasible flow. Most applications of network flow theory also encompass an optimiza-
tion aspect. The applications considered in this chapter involve networks constituted by
a directed graph and a vector of node constants, and the problem considered is an inte-
gral feasibility problem, meaning the feasible flow must also be integral. When all the
node constants are zero, the flow is called a circulation. Circulations are not necessarily
nonnegative, unless specifically required. A circulation is elementary when its support is
minimal, that is, there is no other circulation whose support is strictly contained therein.
Notice that elementary circulations are unique up to multiples. The importance of elemen-
tary circulations stems from the fact that all solutions to the flow conservation problemmay
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generated from a single particular nonnegative solution to the flow conservation equations
plus a sum of elementary circulations. This is a consequence of the fact that the difference
between two solutions is a circulation and a result from Rockafellar (1969). Translating
this result to the present context, it states that any circulation may be expressed as the sum
of conformal elementary circulations.1

Here, as in many other applications, we are not only interested in nonnegative solu-
tions to the flow conservation linear system, but chiefly in integral nonnegative solutions.
Conveniently, the coefficient matrix of the flow conservation system is totally unimodular,
i.e., every subdeterminant thereof is ˙1 or 0. This implies that, as long as the system has
a nonnegative solution, it will have an nonnegative integral solution as well, see Schrijver
(1986).

When the network’s directed graph is a tree, the flow conservation equations have
a unique solution. This follows from the fact that a tree always has at least two ‘leafs’
(nodes to which only one arc is incident), which means an equation with only one variable.
Choose one such leaf node. By solving the associated equation and removing it and its
variable from the system, we obtain another set of flow conservation equations in the
subgraph (also a tree) obtained from the previous one by removing the chosen leaf node
and the arc incident thereto. The system is solved by applying this procedure a finite
number of times, in what algebraically would amount to solving the linear system by back
substitution.

A straightforward property of network flow problems is that a necessary condition for
feasibility is that the sum of the node constants must be zero. Simply notice that the sum
of the elements in each column of the incidence matrix is zero and thus the sum of all
equations results in the equation “zero = sum of node constants”. If the network is also
connected, that is, it contains a path linking any two distinct nodes thereof, this condition
is also sufficient for the existence of a solution, albeit not necessarily a nonnegative one.

Consider a flow conservation problem with integral node constants. Its set of non-
negative solutions, when nonempty, is a polyhedron, that is, the intersection of a finite
number of half-spaces. Of special interest are the faces of dimension zero of the polyhe-
dron, its extreme points. These points may not be expressed as convex combinations of
two other distinct points of the polyhedron. The extreme points of the nonnegative flow
conservation polyhedron correspond to feasible flows whose supports are subgraphs of
trees. Figure 3.3 gives numerical examples of these definitions, for the network whose
directed graph is given in Figure 3.1. The circulations y1, y2 and y3 are clearly elemen-
tary, since removing any arc from its support will destroy the cycle. Notice that flow x2

may be obtained from flow x1 by passing flow �2 along the cycles c, e, d , and flow �1
along the cycle a, c, e, d , or, algebraically, x2 D x1 � 2y2 � y3. In other words, the
(non elementary) circulation x2 � x1 may be expressed as the sum .�2y2/ C .�y3/ of
the conformal elementary circulations �2y2 and �y3.

1Two vectors x; y 2 Rn are conformal if xi yi > 0, for i D 1; : : : :n.
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Network: directed graph G D .N;A/ of Figure 3.1, set of node constants.

Node
0 1 2 3

Node constants �4 8 �3 �1

Arc
a b c d e

Flow x1 3 1 2 7 6
Flow x2 4 0 0 4 3 (support is a tree)

Circulation y1 1 �1 1 0 0 (support is cycle a, c, b)
Circulation y2 0 0 1 1 1 (support is cycle c, e, d )
Circulation y3 �1 1 0 1 1 (support is cycle a, b, e, d )

Figure 3.3: Flows and circulations for network whose directed graph was given in Fig-
ure 3.1.

3.2 hcd
� -system as a network flow problem

We show in this section how to model the hcd
� -system as a network flow problem of the

kind “find feasible integral flow satisfying flow conservation equations in network”. The
structure of the directed graph that constitutes part of the network is determined by how the
hcd variables (the unknowns) appear in the equations of the hcd

� -system. The feasibility
of the corresponding network flow problem depends on this structure and the data (the
quantities e�, eC, �, BC

1 ; B
C
2 ; : : :, B�

1 ; B
�
2 ; : : :, and h). The integrality of the solution,

when present, will derive from the integrality of the data involved and one additional
constraint when n D 2i � 2 mod 4. We show how to explore the structure of the
network to obtain solutions, count them and to establish necessary and sufficient conditions
on the data that guarantee the feasibility of the network flow problem. These necessary
and sufficient conditions are precisely the Poincaré–Hopf inequalities.

This equivalence between the feasibility of a system of linear equations and the fea-
sibility of a system of linear inequalities involving the set of constants of the system of
equations will provide a powerful tool to establish further equivalences. The linear sys-
tem of equations will act as a link between systems of inequalities involving data sets of
different nature, as exemplified in Section 3.3.

First we rewrite systems (2.43) and (2.44) with the notation (2.45):

n D 2i C 1

8
ˆ̂̂
<̂
ˆ̂̂
:̂

hc
1 D B�

0 ;

hc
j C hd

j D hj ; for j D 1; : : : ; 2i;

hd
n�1 D BC

0 ;

hd
j � hc

j C1 � hc
n�j C hd

n�j �1 D Bj ; for j D 1; : : : ; i � 1;

hd
i � hc

iC1 D Bi :

(3.1)
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and

n D 2i

8
ˆ̂̂
<̂
ˆ̂̂
:̂

hc
1 D B�

0 ;

hc
j C hd

j D hj ; for j D 1; : : : ; 2i � 1; j ¤ i;

hc
i C hd

i D hi � ˇi ; where ˇi D 0, if i is odd
hd

n�1 D BC
0 ;

hd
j � hc

j C1 � hc
n�j C hd

n�j �1 D Bj ; for j D 1; : : : ; i � 1:

(3.2)
We’ll get acquainted with the modeling procedure by considering a few lower dimen-

sion special cases. We’ll start with the easier case, n D 2i C 1. We’ll pose and solve
concrete examples for small values of n and then state the general solution. The case
n D 2i is similar, but has a few quirks.

3.2.1 Case n D 2i C 1

Let n D 2i C 1 D 3, and i D 1. The equations in (3.1) reduce to
8
ˆ̂̂
<̂
ˆ̂̂
:̂

hc
1 D B�

0

hc
1 C hd

1 D h1

hc
2 C hd

2 D h2

hd
2 D BC

0

hd
1 � hc

2 D B1:

Multiplying by �1 the first, third and fifth equations, we obtain the equivalent system
8
ˆ̂̂
<̂
ˆ̂̂
:̂

�hc
1 D �B�

0

hc
1 C hd

1 D h1

�hc
2 � hd

2 D �h2

hd
2 D BC

0

�hd
1 C hc

2 D �B1:

Rewriting in matrix notation, we obtain

2
6664

�1 0 0 0
1 1 0 0
0 0 �1 �1
0 0 0 1
0 �1 1 0

3
7775

2
664

hc
1

hd
1

hc
2

hd
2

3
775 D

2
6664

�B�
0

h1

�h2

BC
0

�B1

3
7775 : (3.3)

Lo and behold, we have obtained a set of flow conservation equations. The pertinent
network contains a directed graph with four nodes and four arcs. The constants associated
with the nodes are �B�

0 , h1, �h2, �B1 and �BC
0 .
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�B
�
0

h1

�B1

�h2

B
C
0

hc
1

hd
1

hc
2

hd
2

Figure 3.4: Network model for the hcd
� -system when n D 3.

Figure 3.4 depicts the resulting arrow shaped network, using the flow variables and
node constants to indicate the corresponding arcs and nodes, thus avoiding the introduc-
tion of further notation. Since the directed graph in Equation (3.3) is a tree, the flow
conservation equations have the unique solution

8
ˆ̂̂
<̂
ˆ̂̂
:̂

hc
1 D B�

0

hd
1 D h1 � B�

0

hc
2 D h2 � BC

0

hd
2 D BC

0 :

Therefore the corresponding network flow problem is feasible if and only if the unique
solution hcd is nonnegative, that is

8
ˆ̂̂
ˆ̂̂
<
ˆ̂̂
ˆ̂̂
:

B�
0 D �1C e� C � > 0

h1 > B�
0

h2 > BC
0

BC
0 D �1C eC C � > 0

�B�
0 C h1 � h2 � B1 C BC

0 D 0:

The inequalities B�
0 > 0 and BC

0 > 0 are always satisfied by the data of the problem. Thus
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the relevant conditions are
8
<̂

:̂

h1 > B�
0

h2 > BC
0

�B1 C .BC
0 � B�

0 / � .h2 � h1/ D 0;

(3.4)

which are precisely the set of Poincaré–Hopf inequalities (2.47)–(2.49) for the case n D 3.
A numerical instance of this problem is shown in Figure 3.5. Node constants and flows

are shown next to the relevant graph components to ease the verification of equations using
the depiction of the graph.

�3

4

1

�6

4

3

1

2

4

Flow Value
hc

1 3

hd
1 1
hc

2 2

hd
2 4

Node constants Value
�B�

0 �3

BC
0 4
h1 4

�h2 �6
�B1 1

Figure 3.5: Numerical instance of network flow for the hcd
� -system when n D 3.

Next consider n D 2i C 1 D 5, i D 2. As we manipulate the equations, the pattern
of transformations effected on the system of equations (3.1) starts to take shape. These
transforamations have the ultimate goal of identifying a network-flow model for (3.1).
For these values, the equations in (3.1) become

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
<̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
:̂

hc
1 D B�

0

hc
1 C hd

1 D h1

hc
2 C hd

2 D h2

hc
3 C hd

3 D h3

hc
4 C hd

4 D h4

hd
4 D BC

0

hd
1 � hc

2 C hd
3 � hc

4 D B1

hd
2 � hc

3 D B2:

Multiplying by �1 the first, third, fifth and seventh equations, we obtain the equivalent
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system 8
ˆ̂̂
ˆ̂̂
ˆ̂̂
<̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
:̂

�hc
1 D �B�

0

hc
1 C hd

1 D h1

� hc
2 � hd

2 D �h2

hc
3 C hd

3 D h3

� hc
4 � hd

4 D �h4

hd
4 D BC

0

� hd
1 C hc

2 � � hd
3 C hc

4 D �B1

hd
2 � hc

3 D B2:

Rewriting in matrix notation, we obtain
2
6666666664

�1 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0
0 0 �1 �1 0 0 0 0
0 0 0 0 1 1 0 0
0 0 0 0 0 0 �1 �1
0 0 0 0 0 0 0 1
0 �1 1 0 0 �1 1 0
0 0 0 1 �1 0 0 0

3
7777777775

2
66666666664

hc
1

hd
1

hc
2

hd
2

hc
3

hd
3

hc
4

hd
4

3
77777777775

D

2
6666666664

�B�
0

h1

�h2

h3

�h4

BC
0

�B1

B2

3
7777777775

: (3.5)

Again the result is a set of flow conservation equations. The directed graph whose inci-
dence matrix is the coefficient matrix of linear system (3.5) is given in Figure 3.6. Instead
of solving it directly, we decompose the network flow problem into two independent prob-
lems. Although this may be achieved as a consequence of a general result concerning
biconnected components of graphs, it is easy enough to justify it directly via algebra.

�B
�
0

h1

�B1

�h2

B2

h3

�h4

B
C
0

hc
1

hd
1

hc
2 hd

2

hc
3hd

3

hc
4

hd
4

Figure 3.6: Network corresponding to the hcd
� -system when n D 5.

To effect the decomposition, we perform several elementary row operations on the
linear system (3.5). First change the order of equations, putting the second and third after
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the seventh. Then add the first four equations to the fifth. These operations are shown
schematically below.

2
6666666664

�1 0 0 0 0 0 0 0 �B�
0

1 1 0 0 0 0 0 0 h1

0 0 �1 �1 0 0 0 0 �h2

0 0 0 0 1 1 0 0 h3

0 0 0 0 0 0 �1 �1 �h4

0 0 0 0 0 0 0 1 BC
0

0 �1 1 0 0 �1 1 0 �B1

0 0 0 1 �1 0 0 0 B2

3
7777777775

Ý

2
6666666664

�1 0 0 0 0 0 0 0 �B�
0

1 1 0 0 0 0 0 0 h1

0 0 0 0 0 0 �1 �1 �h4

0 0 0 0 0 0 0 1 BC
0

0 �1 1 0 0 �1 1 0 �B1

0 0 �1 �1 0 0 0 0 �h2

0 0 0 0 1 1 0 0 h3

0 0 0 1 �1 0 0 0 B2

3
7777777775

Ý

2
6666666666666664

�1 0 0 0 0 0 0 0 �B�
0

1 1 0 0 0 0 0 0 h1

0 0 0 0 0 0 �1 �1 �h4

0 0 0 0 0 0 0 1 BC
0

0 0 1 0 0 �1 0 0

.�B1

�B�
0 C h1

�h4 C BC
0 /

�B1

0 0 �1 �1 0 0 0 0 �h2

0 0 0 0 1 1 0 0 h3

0 0 0 1 �1 0 0 0 B2

3
7777777777777775

:

After these operations, the resulting system is easily decomposed into two independent
linear systems, shaded in red and blue, respectively, in the last matrix above. The red
system contains the first four equations and involves variables hc

1, hd
1 , hc

4 and hd
4 . The

blue system contains the remaining equations and variables. Adding a fifth redundant
equation consisting of the negative of the sum of its four equations to the red system, we
can identify it as a flow conservation system.

The directed graphs corresponding to these two independent systems are shown in Fig-
ure 3.7. Notice that it is as if the network in Figure 3.6 was split along the node associated
with constant �B1. The constant of the copy of the original node that remains on the left
subgraph is the negative of the sum of the other nodes in this subgraph. This ensures that
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the condition “sum of node constants = zero” is automatically satisfied for the first sub-
problem. The node constant of the copy on the right is the constant of the original node
minus the constant of its left copy.

�B
�
0

h1

b11 b12

�h2

B2

h3

�h4

B
C
0

hc
1

hd
1

hc
2 hd

2

hc
3hd

3

hc
4

hd
4

b11 D �.BC
0 � B�

0 /C .h4 � h1/

b12 D �B1 � b11 D �B1 C .BC
0 � B�

0 / � .h4 � h1/

Figure 3.7: Decomposition of the network flow problem in Figure 3.6.

The network on the left of Figure 3.7 coincides in structure with the network for n D 3,
previously considered. Thus the feasibility conditions (3.4) may be adapted and applied
thereto. Next we consider the lozenge shaped network on the right of Figure 3.7. This type
of network will appear repeatedly in the decomposition of networks for higher values of
n. So it pays to consider a generic case, as depicted in Figure 3.8.

The rank of the lozenge subgraph incidence matrix is easily seen to be three. There-
fore, the set of solutions to the flow conservation equations for the lozenge network of
Figure 3.8, if nonempty, is an affine space of dimension 1 defined parametrically by the
general solution given in the same figure. As mentioned, the general solution to this flow
conservation system is the sum of a particular solution (a nonnegative feasible flow) and
a sum of elementary circulations.

The flow shown in Figure 3.8 is straightforward to obtain, but is not necessarily fea-
sible, i.e., nonnegative. It is obvious that this networks admits only one (up to multiples)
elementary circulation: the flow of value ˛ along the cycle w1, w4, w3, w2, where back-
ward arcs carry negative flow in order to satisfy the flow conservation equations. It will
be convenient to fix elementary circulations to be one of two possibilities, with all ele-
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�

�t

ı

�

w4

w1 w2

w3

˛

General solution
2
64
w1

w2

w3

w4

3
75 D

2
64

�
t � �
ı
0

3
75C ˛

2
64

1
�1
�1
1

3
75

Figure 3.8: Directed lozenge network and solution.

ments equal to 1, �1 or 0. Since we are interested in integral solutions and the node
constants are all integral, the number of nonnegative integral solutions is just the number
of integral multiples of this elementary circulation one can add to the particular solution
exhibited in Figure 3.8. The set of solutions to the flow conservation equations is the set
fw j w D .�; t � �; ı; 0/ C ˛.1;�1;�1; 1/; ˛ 2 Rg, the set of integral solutions is the
set fw j w D .�; t � �; ı; 0/C ˛.1;�1;�1; 1/; ˛ 2 Zg, the translation of the lattice gen-
erated by .1;�1;�1; 1/, and the set we are interested in is the set of nonnegative integral
solutions fw j w D .�; t � �; ı; 0/C ˛.1;�1;�1; 1/; ˛ 2 Zg \ Z4

C.
Thus the lozenge network flow problem is feasible if and only if

� C ı C � � t D 0 (3.6)

and 8
ˆ̂̂
<
ˆ̂̂
:

� C ˛ > 0

t � � � ˛ > 0

ı � ˛ > 0

˛ > 0:

(3.7)

Applying the Fourier–Motzkinmethod, see Korte andVygen (2012), to (3.7) we obtain
the equivalent inequality system

8
<̂

:̂

t > 0

ı > 0

t > � > �ı:

(3.8)

Substituting the appropriate values in (3.4), (3.6) and (3.8), and using the fact that h2

and h3 are nonnegative data, we conclude that the network flow problem for the n D 5
case is feasible if and only if

8
ˆ̂̂
<̂
ˆ̂̂
:̂

h2 > �B1 C .BC
0 � B�

0 / � .h4 � h1/ > �h3

h1 > B�
0

h4 > BC
0

� B1 C B2 C .BC
0 � B�

0 / � .h4 � h1/C .h3 � h2/ D 0;

(3.9)
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precisely the Poincaré–Hopf inequalities (2.46)–(2.49) for n D 5. As remarked before,
the general solution in Figure 3.8 allows the construction of all feasible solutions of the
network flow problem. The number of nonnegative integral solutions may be also com-
puted since (3.7) gives the feasible range of variation for integral multiples of the fixed
elementary circulation in Figure 3.8: maxf0;��g 6 ˛ 6 minfı; t � ıg. A numerical
example is given in Figure 3.9. The variables whose values are changed as flow is passed
through the cycle are colored blue.

Furthermore, the polyhedron defined by the nonnegativity and flow conservation con-
straints is bounded since 0 6 hc

j ; h
d
j 6 hj , for 1 6 j 6 4, so it is in fact a polytope,

and the convex hull of its extreme points. Notice that the supports of the first and third
solutions listed in Figure 3.9 are trees, so these vectors are extreme points of the polytope
defined by the hcd

� -system.

�3

4

1

�3

1

4

�6

2

hc
1

hd
1

hc
2 hd

2

hc
3hd

3

hc
4

hd
4

˛

0 6 ˛ 6 2

Pre-assigned data
B�

0 BC
0 B1 B2 h1 h2 h3 h4

3 2 �1 1 4 3 4 6

Solutions
hc

1 hd
1 hc

2 hd
2 hc

3 hd
3 hc

4 hd
4

3 1 0 3 2 2 4 2

3 1 1 2 1 3 4 2

3 1 2 1 0 4 4 2

Figure 3.9: Solutions to numerical instance of a network flow problem for n D 5.

We briefly talk about the case n D 2i C 1 D 7, i D 3, to give a taste of the induction
that leads to the final result. As before, by changing the sign of half the equations we may
identify the hcd

� -system as a set of flow conservation equations. The network is shown in
Figure 3.10. The node constants in this figure are a giveaway of the equations that had
their signs changed.

The next step in the analysis of the hcd
� -system is to decompose the network into

smaller independent problems as delineated in Figure 3.11. Again the definitions of b11

and b21 make sure that the sum of the node constants in the subgraph that contains the cor-
responding node is zero. This condition, when applied to the last subproblem, will finally
involve all the elements of the pre-assigned index data and result in the Poincaré–Hopf
equality (2.49).

Applying the feasibility conditions to each subproblem of the decomposition, we will
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Figure 3.10: Network flow for the hcd
� -system when n D 7.
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b11 D �.BC
0 � B�

0 /C .h6 � h1/

b12 D �B1 � b11 D �B1 C .BC
0 � B�

0 / � .h6 � h1/

b21 D �b12 � .h5 � h2/

b22 D B2 � b21 D B2 C b12 C .h5 � h2/

D B2 � B1 C .BC
0 � B�

0 / � .h6 � h1/C .h5 � h2/

Figure 3.11: Decomposition of the network flow problem in Figure 3.10.
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arrive at the Poincaré–Hopf inequalities (2.46)–(2.49) for n D 7 below.
8
ˆ̂̂
ˆ̂̂
<
ˆ̂̂
ˆ̂̂
:

h3 > �B2 C B1 � .BC
0 � B�

0 /C .h6 � h1/ � .h5 � h2/ > �h4

h2 > �B1 C .BC
0 � B�

0 / � .h6 � h1/ > �h5

h1 > B�
0

h6 > BC
0

� B1CB2 � B3 C.BC
0 � B�

0 /�.h6 � h1/C.h5 � h2/�.h4 � h3/ D 0:

(3.10)

Now assume (3.10) is satisfied and we have a feasible integral flow. Since there are
now two cycles in the network, when generating solutions, the number thereof will be the
product of the range of integral values of flows one may pass through each cycle without
disrupting nonnegativity of the solution. A numerical example is given in Figure 3.12.
With respect to the first solution in the second table of the figure, the flow ˛1 (resp. ˛2)
along the first cycle may vary between 0 and 1 (resp., between 0 and 2), without destroying
the nonnegativity of this solution. With respect to other solutions the actual bounds may
differ, but the number of integral allowable values for the first cycle (resp., second cycle)
will always be 2 (resp., 3).

We may conclude that there are six feasible solutions. The variables that change as
flow is passed through the first cycle are colored blue and the ones that change as flow is
passed in the second cycle are colored red. Again the flows are bounded, so the polyhedron
defined by the nonnegativity and flow conservation constraints is a polytope. The first,
second, fifth and last solutions correspond to extreme points of this polytope. Notice that
the third solution is halfway between the first and fifth one, so definitely not an extreme
point.
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Figure 3.12: Solutions to numerical instance of a network flow problem for n D 7.

The procedure exemplified above and schematically summed up in Figure 3.12 was
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formally developed and exploited in Bertolim, Mello, and de Rezende (2003a), where the
treatment of the general case may be found.

For the fixed planar embedding adopted, the network for arbitrary odd n D 2iC1was
shown to be constituted of i � 1 lozenge subgraphs joined at the sides, joined on the left
to the middle node of an arrow shaped subgraph. Node B�

0 (resp., BC
0 ) is at the bottom

(resp., top) of the arrow shaped part on the left. Nodes �B1, B2, �B3; : : : appear in this
order in the middle of the network. There are two rows of nodes remaining to be labeled.
To finish this task, apply the h vector in increasing index order and alternating signs to
the unlabeled nodes following a zigzag path, starting at node �B�

0 , always crossing the
middle row of nodes, until the rightmost node, and then return in the same fashion. The
arcs are are labeled the same way, but now using the hcd vector.

Bertolim, Mello, and de Rezende (ibid.) generalizes the feasibility analysis illustrated
for the instances n D 3, 5 and 7, resulting in the attainment of the general Poincaré–Hopf
inequalities for n D 2i C 1, (2.46)–(2.49).

The decomposition of the network flow model furnishes the key to transition amongst
feasible solutions. The j -th lozenge subgraph is the cycle hc

j C1; h
d
n�j �1, h

c
n�j �1; h

d
j C1.

Passing a flow of value ˛ > 0 through this cycle amounts to either increasing the flow
along the first two arcs of ˛ and decreasing the flow along the last two arcs by ˛, or vice-
versa. So if we pass the biggest amount possible of flow, if we “saturate” this cycle, we
will drive at least one of the flows in the cycle to zero. Of course, the flow may be sent
in two possible opposite directions and thus lead to two potentially different saturations.
For instance, the third solution in Figure 3.12 will become the first solution if we pass
flow of value 1 counterclockwise along the red cycle, and will become the fifth solution
if we pass flow 1 clockwise. The first action drives hc

3 to zero and the second drives
hc

4 to zero. On the other hand, if we pass flow 1 counterclockwise along the first cycle,
the first solution becomes the second, and both hd

2 and hc
5 are driven to zero. Since an

extreme point solution is a solution whose support doesn’t contain cycles, they must all be
saturated. As there are two possibilities of saturation for each cycle, there are potentially
2i�1 extreme point solutions to the hcd

� -system when n D 2i C 1.
Denote the solution set by Hcd

� D fhcd j 0 6 hcd solves the hcd
� systemg. The

nonempty setHcd
� is a polyhedron, since it is defined by the intersection of a finite number

of linear inequalities. Furthermore, it is a polytope, since, from the second set of equalities
in (3.1) plus the nonnegativity constraints, we have that 0 6 hc

j ; h
d
j 6 hj , for j D

1; : : : ; n � 1. The discussion above implies Hcd
� has at most 2i�1 extreme points. Lastly,

it is an integral polytope, since all its extreme points are integral. This last property will
not necessarily be true in the even n case. This idiosyncrasy shows up in another set of
polytopes arising from the Morse inequalities, see Section 3.3.2.

3.2.2 Case n D 2i

We mimic the analysis of the odd n case, by presenting and solving the problem for small
even values and then generalizing. The steps are the same as before: manipulate the system
so as to model the problem as network-flow problem and then decompose the problem



3.2. hcd
� -system as a network flow problem 101

into smaller problems. The smaller subproblems belong to one of three classes, and their
repective solutions are obtained.

Since n > 3, we start with the hcd
� -systems for n D 4 and n D 6, given below in

(3.11) and (3.12), respectively.
8
ˆ̂̂
ˆ̂̂
<
ˆ̂̂
ˆ̂̂
:

hc
1 C D B�

0

hc
1 C hd

1 D h1

hc
2 C ˇ2 C hd

2 D h2

hc
3 C hd

3 D h3

hd
3 D BC

0

hd
1 � hc

2 C hd
2 � hc

3 D B1;

(3.11)

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
<
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
:

hc
1 C D B�

0

hc
1 C hd

1 D h1

hc
2 C hd

2 D h2

hc
3 C hd

3 D h3

C hc
4 C hd

4 D h4

hc
5 C hd

5 D h5

hd
5 D BC

0

hd
1 � hc

2 C hd
4 � hc

5 D B1

hd
2 � hc

3 C hd
3 � hc

4 D B2:

(3.12)

If we change the signs of the equations as before, the resulting system is not, alas,
a set of flow conservation equations. One of the columns in the coefficient matrix will
contain two entries of same sign (associated with hd

2 in the n D 4 system, and with hc
3

in the n D 6 system), and, when n � 0 mod 4, one of the columns will have only
one nonzero entry (associated with ˇi ). Since the remaining columns of the coefficient
matrix may still be interpreted as a directed graph incidence matrix, we depict the “almost
directed graph” corresponding to the matrix by adding dangling arcs associated with these
anomalous columns. So, for the case n D 4, the two arcs associatedwith hd

2 have their tails
in the nodes associated with constants �B1 and �h2, respectively, but no heads (totally
forbidden for regular graphs), and the arc associated with ˇ2 has tail in the node with
constant �h2 and no head. When n D 6, hc

3 is associated with two arcs, emanating from
nodes associated with constants �B2 and �h3, respectively. These graphs are shown in
Figure 3.13. The sign of the node constants indicate which of the corresponding equations
were multiplied by �1.

Nevertheless, the systems are still decomposable, using the same trick as before, of
adding up equations the equations associated with the nodes in the leftmost arrow shaped
subgraph, then in the first lozenge, the second, etc. The resulting decomposition and new
node constants are shown in Figure 3.14. As in the odd n case, the definitions of b11 and
b21 ensure the condition “sum of node constants = zero” is automatically satisfied for each
of the subproblems before the last one.
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�B
�
0

h1

�B1 �h2

�h3

B
C
0

g1 g2

g3

hc
1

hd
1

hc
2

hd
2 hd

2

ˇ2

hc
3

hd
3

“Network” for n D 4

�B
�
0

h1

�B1

�h2

B2 �h3

�h5

B
C
0

h4

g1 g2
hc

1

hd
1

hc
2 hd

2

hc
4hd

4

hd
3

hc
3 hc

3

hc
5

hd
5

“Network” for n D 6

Figure 3.13: “Networks” for n D 4 and n D 6.
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�B
�
0

h1

b11 b12 �h2

�h3

B
C
0

g1 g2

g3

hc
1

hd
1

hc
2

hd
2

hd
2

ˇ2

hc
3

hd
3

b11 D �.BC
0 � B�

0 /C .h3 � h1/

b12 D �B1 � b11 D �B1 C .BC
0 � B�

0 / � .h3 � h1/

Case n D 4

�B
�
0

h1

b11 b12

�h2

b21 b22 �h3

�h5

B
C
0

h4

g1 g2
hc

1

hd
1

hc
2 hd

2

hc
4hd

4

hd
3

hc
3 hc

3

hc
5

hd
5

b11 D �.BC
0 � B�

0 /C .h5 � h1/

b12 D �B1 � b11 D �B1 C .BC
0 � B�

0 / � .h5 � h1/

b21 D �b12 � .h4 � h2/

b22 D B2 � b21 D B2 C b12 C .h4 � h2/

D B2 � B1 C .BC
0 � B�

0 / � .h5 � h1/C .h4 � h2/

Case n D 6

Figure 3.14: Decomposition for the “flow” problems, cases n D 4 and n D 6.
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In each decomposition we end up with i � 1 subproblems of the exact same type as in
the odd n case, that can be analysed in the same fashion, giving rise to analogous feasibility
conditions and number of solutions. It remains to show how to treat the last subproblem.

In the n D 4 case, the last subproblem in the decomposition sketched in Figure 3.14
consists of the system: 8

ˆ̂<
ˆ̂:

�hc
2 � ˇ2 � hd

2 D �h2

hc
2 � hd

2 D b12

hc
2; ˇ

2; hd
2 > 0:

(3.13)

The general solution to the system of equations in (3.13) is
2
4
hc

2

ˇ2

hd
2

3
5 D

2
4

b12

h2 � b12

0

3
5C ˛

2
4

1
�2
1

3
5 : (3.14)

In this case, however, the solution to the homogeneous system associated with the linear
system in (3.13) is not, strictly speaking, a circulation, since the problem is not a network
flow problem. It plays, however, the same role.

Substituting in (3.13) the general solution given in (3.14), we obtain the system of
inequalities

˛ > �b12

˛ > 0

�2˛ > �h2 C b12;

(3.15)

which is easily seen to be equivalent to

maxf0;�b12g 6 ˛ 6
h2 � b12

2
:

The interval Œmaxf0;�b12g; .h2 � b12/=2�, is nonempty if and only if

h2 > b12 > �h2:

Using the formula for b12, we obtain

h2 > �B1 � b12 D �B1 C .BC
0 � B�

0 / � .h3 � h1/ > �h2: (3.16)

Further notice that, if the aforementioned interval is nonempty, it will contain at least
one integral element (the number 0 if �b12 6 0 and the number �b12 if �b12 > 0),
which means the inequalities give necessary and sufficient conditions for (3.13) to have
integral solutions. The inequalities in (3.16) constitute precisely the unique constraint in
(2.46) in the case n D 2i D 4. Since all the pre-assigned data are integral, the number
of integral solutions of this subproblem is simply the number of integers in the interval
Œmaxf0;�b12g; .h2 � b12/=2�. Since, for n D 4, the first subproblem (the network flow
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problem with the arrow shaped directed graph) has an unique solution, the number of
integers in this interval would give the overall number of solutions. For higher values of
even n, one would have to multiply the number of solutions to each subproblem to obtain
the total number of solutions, since they are independent.

A numerical instance of the hcd
� -system for n D 4 is solved in Figure 3.15. In this

case the characterization of exreme point solutions depends on the saturation of the unique
“cycle” hc

2; h
d
2 ; ˇ

2. Passing one unit of flow counterclockwise increases both hc
2 and hd

2

by one unit and decreases ˇ2 by two units. If the product hc
1 �hd

2 �ˇ2 is positive for a given
feasible solution, then this solution is not an extreme point solution, since it is halfway
between solutions obtained by passing a small enough positive flow in one direction and
the opposite one. So, for n D 4, the hcd

� -system will have at most 2 extreme points
solutions, corresponding to the possible saturations of the “cycle” hc

2; h
d
2 ; ˇ

2. For n D
2i � 0 mod 4, we would have i � 1 cycles (i � 2 of lozenge type, and one constituted
by the arcs hc

i ; h
d
i ; ˇ

i ), resulting in at most 2i�1 extreme points. Thus the polytope Hcd
�

constituted by the set of nonnnegative solutions to the hcd
� -system (which, in this case, has

the additional variable ˇi ) has at most 2i�1 extreme points, when n D 2i � 0 mod 4.

�5

13

2 �8

�8

1

g1 g2

g3

hc
1

hd
1

hc
2

hd
2 hd

2

ˇ2

hc
3

hd
3

0 6 ˛ 6 2

Pre-assigned data
B

�
0 B

C
0 B1 h1 h2 h3

5 �1 �2 13 8 8

Integral solutions
hc

1 hd
1 hc

2 ˇ2 hd
2 hc

3 hd
3

5 8 3 5 0 7 1

5 8 4 3 1 7 1

5 8 5 1 2 7 1

Figure 3.15: Integral solutions to numerical instance of an hcd
� -system for n D 4.

Notice, however, that not all extreme points will be integral. In the numerical in-
stance of Figure 3.15, saturating the cycle in one direction gives the first integral solution
.5; 8; 3; 5; 0; 7; 1/, but if saturate the cycle in the opposite direction we obtain
.5; 8; 11=2; 0; 5=2; 7; 1/. None of the other two integral solutions is an extreme point of
Hcd

� . The third solution in the table, for instance, is not extreme, since it is a convex
combination of two other elements ofHcd

� :

.5; 8; 5; 1; 2; 7; 1/ D
1

5
.5; 8; 3; 5; 0; 7; 1/C

4

5

�
5; 8;

11

2
; 0;

5

2
; 7; 1

�
:

If we want to maintain integrality, the upper limit for ˛ in the figure is b5=2c, since for
each unit of flow in the cycle, the flow along ˇ2 is decreased by two units.
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When n D 6, the system associated with the rightmost component of the decomposi-
tion shown in Figure 3.14 reads as follows.

8
ˆ̂<
ˆ̂:

�hc
3 � hd

3 D �h3

�hc
3 C hd

3 D b22

hc
3; h

d
3 > 0:

(3.17)

The system of linear equations in (3.17) have the unique solution

hc
3 D

h3 � b22

2

hd
3 D

h3 C b22

2
;

(3.18)

and this solution is feasible if and only if

h3 > b22 > �h3:

Substituting the expression for b22 given in Figure 3.14, we obtain

h3 > B2 � B1 C .BC
0 � B�

0 / � .h5 � h1/C .h4 � h2/ > �h3;

which is equivalent to the last of the pair of inequalities in (2.46).2 The other set of inequal-
ities in (2.46) is obtained by applying the feasibility conditions to the second subproblem
in Figure 3.14, case n D 6.

h2 > �B1 C .BC
0 � B�

0 / � .h5 � h1/ > �h2:

Notice, however, that the solution (3.18) leads to another restriction when we require
integrality, namely that

h3 � b22 � 0 mod 2;

which gives, substituting the the expression for b22,

h3 � B2 C B1 � .BC
0 � B�

0 /C .h5 � h1/ � .h4 � h2/ � 0 mod 2;

which coincides with (2.50) for n D 6.
Figure 3.16 show the integral solutions to an instance of an hcd

� -system, for the case
n D 6.

For the general case the procedure is analogous, that is, decompose and analyse each
subproblem separately. The total number of integral solutions is the product of the number
of solutions for each subproblem. The Poincaré–Hopf inequalities arrive from the feasibil-
ity constraints for each subproblem. The last subproblem will give rise to the additional

2Notice that a > b > �a is equivalent to a > �b > �a.
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hc
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hd
1

hc
2 hd

2

hc
4hd

4

hd
3

hc
3 hc

3

hc
5

hd
5

˛

0 6 ˛ 6 1

Pre-assigned data
B

�
0 B

C
0 B1 B2 h1 h2 h3 h4 h5

2 4 �6 0 6 9 3 1 7

Integral solutions
hc

1 hd
1 hc

2 hd
2 hc

3 hd
3 hc

4 hd
4 hc

5 hd
5

2 4 7 2 2 1 1 0 3 4

2 4 8 1 2 1 0 1 3 4

Figure 3.16: Solutions to numerical instance of an hcd
� -system for n D 6.

constraint (2.50) when n D 2i � 2 mod 4. In this case, the last subproblem has a unique
solution, integral if the parity condition in (2.50) holds, so the number of extreme point so-
lutions will be integral and depend only on the number of lozenge subgraphs, i � 2, of the
network-flow problem associated with the hcd

� -system, resulting in at most 2i�2 extreme
points when n D 2i � 2 mod 4.

Wemay conclude that the polytopeHcd
� , if nonempty, will be an integral polytope, that

is, a polytope whose extreme points are all integral, for n D 2iC1 or n D 2i � 2 mod 4.
However, it is interesting to note that, when n D 2i � 0 mod 4, the same polytope will
not be integral if the parity condition in (2.50) is not satisfied, though this condition is not
needed for the mere existence of integral solutions. So, when n D 2i C 1 or n D 2i � 2
mod 4, the polytope will coincide with the convex hull of its integral elements, but this
will happen in the case n D 2i � 0 mod 4 if only if the parity condition in(2.50) is
satisfied. A similar phenomenon will occur with the Morse polytope in the case of closed
manifolds.

3.2.3 On the range of �

The value of � has been included in B�
0 and BC

0 in the several examples given. It is,
however, noteworthy to consider how the value of � affects the solutions to the hcd

� -system
and how the upper bound on � may be achieved by this analysis.

Consider the hcd
� -system given by a pre-assigned data set .h0; h1; : : : ; hn/, B1; : : :,

where h0 D e� and hn D eC. First we investigate the solutions to the system ob-
tained by setting � to zero. If this system has no nonnegative solution, there is noth-
ing to consider. Suppose, on the other hand that the hcd

0 -system has a nonnegative so-
lution hcd . The network decomposition comes in handy here. The leftmost subnetwork
of every decomposition is the same, the arrow-shaped subgraph depicted in Figure 3.17.
Thus, when � D 0, we must have hc

1 D h0 � 1, hd
1 D h1 � hc

1 D h1 � .h0 � 1/,
hd

n�1 D hn � 1, hc
n�1 D hn�1 � hd

n�1 D hn�1 � .hn � 1/. What can we say about
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the hcd
� -system? To increase the value of � by ı means increasing the supply at the left

bottom node and increase the demand at the left top node by the same amount, since
B�

0 D h0 � 1 C � and BC
0 D hn � 1 C �. Notice that the only way to accommo-

date this change is to “send” flow ı along the path hc
1, hd

1 , hc
n�1, hd

n�1. No change to
the flows in the remaining arcs, belonging to the other components of the network, is
either necessary or helpful. To send flow ı through a path means increasing by ı the
flow in the forward arcs of the path, hc

1 and hd
n�1, in this case, and decreasing by ı the

flow in the backward arcs, hd
1 and hc

n�1. Since flows must remain nonnegative, this lim-
its ı to minfhd

1 ; h
c
n�1g D minfh1 � .h0 � 1/; hn�1 � .hn � 1/g. The new solution is

equal to the previous one except for these four variables. Notice that the change of �’s
value, within this range, has no impact on the number of solutions of solutions or the
value of each solution, except for the cited four variables. The value of the parameter �
defines equivalence classes of solutions. Let � < �0 be two integral values in the range
Œ0;minfh1 � .h0 �1/; hn�1 � .hn �1/g�. Then the polytopeHcd

�0 is the translation ofHcd
�

by the vector hcd D .�0 � �/.1;�1; 0; : : : ;�1; 1/.

�B
�
0

h1

b11

�hn�1

B
C
0

hc
1

hd
1

hc
n�1

hd
n�1

path p

Where

B
C
0 D hn � 1C �

B
�
0 D h0 � 1C �

b11 D �.BC
0 � B

�
0 /C .hn�1 � h1/

path p W hc
1; h

d
1 ; h

c
n�1; h

d
n�1

Figure 3.17: Leftmost subnetwork in the decomposition of network corresponding to hcd
� -

system.

3.3 Poincaré–Hopf inequalities for closed manifolds
In Bertolim, Mello, and de Rezende (2005b) and Bertolim, Mello, and de Rezende (2005a)
we consider the Poincaré–Hopf inequalities for isolating blocks (2.46)–(2.50), and the par-
ticular case which are the Poincaré–Hopf inequalities for closed manifolds (3.19)–(3.23).
This section summarizes the results in these references.

Given a Lyapunov graphL.h0; : : : ; hn; �/with cycle number equal to �, the implosion
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LC of L.h0; : : : ; hn; �/ is a graph with only one saddle vertex � labelled with .0; h1;
: : : ; hn�1; 0; �/ and has the following properties: eC D hn, e� D h0, B�

j D BC
j D 0,

for j D 1; : : : ; i , if n D 2i C 1, and for j D 1; : : : ; i � 1, if n D 2i . This implies
Bj D 0, B�

0 D h0 � 1C � and BC
0 D hn � 1C �. By substituting the information of the

vertex � of LC in the Poincaré–Hopf inequalities for isolating blocks (2.46)–(2.50), the
Poincaré–Hopf inequalities for closed manifolds (3.19)–(3.23) below are obtained, where
0 6 � 6 minfh1�.h0�1/; hn�1�.hn�1/g, see Bertolim,Mello, and de Rezende (2005b).
Again we include, for convenience, the parity constraint (3.23) in the set, although it is
not an inequality restraint.

hj >

j �1X

kD0

.�1/kCj .hn�k � hk/ > �hn�j ; for j D 2; : : : ;
�

n
2

˘
(3.19)

h1 > h0 � 1C � (3.20)

hn�1 > hn � 1C � (3.21)

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂<
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂:

n D
D 2i C 1

8
<
:

iX

j D0

.�1/j .hn�j � hj / D 0: (3.22)

n D 2i;
i odd

(
hi �

i�1X

kD0

.�1/k.hn�k � hk/ � 0 mod 2: (3.23)

Below, in (3.24), we rewrite the generalized Morse inequalities (2.1) in a concise
format. The main result is Theorem 3.1, that establishes the equivalence between the
Poincaré–Hopf inequalities and the existence of Betti number vectors satisfying the gen-
eralized Morse inequalities and the �-connectivity inequality 
1 > �. As a consequence
of this fact, if the abstract Lyapunov graphL.h0; : : : ; hn; �/ does not satisfy the Poincaré–
Hopf inequalities, it will not satisfy the Morse inequalities (3.24) for any choice of Betti
number vector and hence we screen out Lyapunov graphs which cannot be realized as a
continuous flow on any manifold.

8
ˆ̂̂
ˆ̂̂
<
ˆ̂̂
ˆ̂̂
:

nX

j D0

.�1/j Cn
j D

nX

j D0

.�1/j Cnhj

8
<
:

kX

j D0

.�1/j Ck
j 6

kX

j D0

.�1/j Ckhj ; for k D 0; : : : ; n � 1:

(3.24)

Theorem 3.1. Given an abstract Lyapunov graphL.h0; : : : ; hn; �/, it satisfies the Poinca-
ré–Hopf inequalities (3.19)–(3.23), where 0 6 � 6 minfh1 � .h0 � 1/; hn�1 � .hn � 1/g,
if and only if it satisfies the Morse inequalities (3.24) and the inequality 
1 > � for some
Betti number vector .
0; : : : ; 
n/.
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The version of Theorem 3.1 in the absence of cycles (� D 0) was shown construc-
tively in Bertolim, Mello, and de Rezende (2005b), by giving a recipe of how to obtain
a Betti number vector satisfying (3.24) from a particular solution to the hcd

0 -system, and
vice-versa. The theorem then follows from the equivalence between the Poincaré–Hopf
inequalities and the hcd

0 -system. These results were generalized in Bertolim, Mello, and
de Rezende (2005a). The hcd

� -system was the bridge that enabled the establishment of a
link between the first set of inequalities, containing only dynamical data, and the second
set, including topological data as well. This link was constructive, that is, mappings were
defined to-and-fro the two sets of solutions, the hcd vectors and the Betti number vectors.

The relationship between the solutions of the hcd
� -system and the Betti number vectors

satisfying the Morse inequalities is rich and fruitful. It helps in establishing important
properties of the Morse polytope, the set of nonnegative gammas that satisfy boundary
and duality conditions, and the Morse and �-connectivity inequalities. This polytope is
intimately related to the polytope of solutions to the hcd

� -system, and shares some of the
surprising results described in the previous section. Namely, when the data are integral
and polytope not empty, it will coincide with the convex full of its integral elements in
the cases n D 2i C 1 and n D 2i � 2 mod 4. When n D 2i � 0 mod 4, this result
requires the satisfaction of an additional hypothesis, the one corresponding to (3.23) for
closed manifolds.

This relationship will be established in the sequel. First we prove the equivalence
between Poincaré–Hopf and Morse inequalities and then we study the Morse polytope.
Numerical examples will be given to illustrate the theoretical results.

3.3.1 Poincaré–Hopf inequalities equivalent to Morse inequalities
Consider an abstract Lyapunov graph L.h0; : : : ; hn; �/ with cycle number equal to �.
Since we are now dealing with closed manifolds, we obtain, from (3.1) and (3.2), the
hcd

� -systems (3.25) and (3.26) below produced by the morsification algorithm.

nD2i C 1

8
ˆ̂̂
<̂
ˆ̂̂
:̂

hc
1 D h0 � 1C �;

hc
j C hd

j D hj ; for j D 1; : : : ; 2i;

hd
n�1 D hn � 1C �;

hd
j � hc

j C1 � hc
n�j C hd

n�j �1 D 0; for j D 1; : : : ; i � 1;

hd
i � hc

iC1 D 0:
(3.25)

and

nD2i

8
ˆ̂̂
<̂
ˆ̂̂
:̂

hc
1 D h0 � 1C �;

hc
j C hd

j D hj ; for j D 1; : : : ; 2i�1; j ¤ i;

hc
i C hd

i D hi � ˇi ; where ˇi D 0, if i is odd
hd

n�1 D hn � 1C �;

hd
j � hc

j C1 � hc
n�j C hd

n�j �1 D 0; for j D 1; : : : ; i � 1:

(3.26)
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The following equivalence result for closed manifolds follows immediately from The-
orem 2.5.

Corollary 3.1. The hcd
� -system (3.25) (resp., (3.26)), if n is odd (resp., even), has non-

negative integral solutions .hc
1; h

d
1 ; : : : ; h

c
n�1; h

d
n�1/, if n is odd, and .hc

1; h
d
1 ; : : : ; h

c
i ; ˇ

i ;

hd
i ; : : : ; h

c
n�1; h

d
n�1/, otherwise, if and only if the Poincaré–Hopf inequalities for closed

manifolds (3.19)–(3.23) are satisfied, where 0 6 � 6 minfh1 � .h0 �1/; hn�1 � .hn �1/g.

Therefore, in order to prove that if the Poincaré–Hopf inequalities (3.19)–(3.23) hold
then there is a Betti number vector that satisfies the Morse inequalities (3.24) and 
1 > �,
it suffices to show that the hcd

� -system for closed manifolds has a solution if and only if
there is a Betti number vector that satisfies the Morse inequalities and 
1 > �.

This proof is constructive. The cases n odd, n D 2i � 0 mod 4 and n D 2i 6�
mod 4 are considered separately.

Case n D 2i C 1

Consider the map �� W R4i ! R2iC2, where ��.h
cd / is defined as follows:

Œ��.h
cd /�0 D Œ��.h

cd /�2iC1 D 1

Œ��.h
cd /�j D

8
ˆ̂̂
ˆ̂̂
<
ˆ̂̂
ˆ̂̂
:

hd
1 � hc

2 C � if j D 1

hd
j � hc

j C1; if 2 6 j 6 i � 1

hd
i ; if j D i
hc

iC1; if j D i C 1

�hd
j �1 C hc

j ; if i C 2 6 j 6 2i � 1

�hd
2i�1 C hc

2i C �; if j D 2i .

(3.27)

The boundary conditions are satisfied by construction. Duality conditions are a conse-
quence of the flow constraints hd

j � hc
j C1 � hc

n�j C hd
n�j �1 D 0, for 1 6 j 6 i � 1 and

hd
i D hc

i . By judicious manipulation of the several partial alternate sums of the compo-
nents of ��.h

cd /, it is possible to show that it does indeed satisfy the Morse inequalities
(3.24). However, the formulas in (3.27) do not guarantee the nonnegativity of ��.h

cd / nor
the satisfaction of the �-connectivity constraint Œ��.h

cd /�1 > �. Consider the numerical
instance in Figure 3.18.

With respect to the feasible solution shown in Figure 3.18, we may have �3 6 ˛1 6 0
and �4 6 ˛2 6 1, so there are 24 feasible integral solutions. Let hcd be the solution in
Figure 3.18. Calculating 
 D �0.h

cd / from the formulas given in (3.27), we obtain the
values below, since � is assumed to be zero.


 D .
0; 
1; 
2; 
3; 
4; 
5; 
6; 
7/ D .1;�1;�4; 1; 1;�4;�1; 1/:

It is straightforward to verify that this 
 satisfies the boundary conditions, duality and
(3.24), but fails the conditions 
 > 0 and 
1 > �.
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Pre-assigned data
B�

0 BC
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hc
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1 hc
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d
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d
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d
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d
6
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Figure 3.18: A feasible solution to a network-flow problem corresponding to a hcd
� -system

for closed manifolds, for n D 7.

In order to guarantee the satisfaction of all constraints on 
 , we need to choose a
specific flow, namely the unique flow that satisfies the complementarity condition below.

hc
jh

d
n�j D 0; for j D 2; : : : ; bn=2c: (3.28)

Since the arcs associated with variables hc
j and h

d
n�j belong to the .j � 1/-th cycle of the

network, for j D 2; : : : ; bn=2c, the support of a feasible solution that satisfies (3.28) has
no cycles, and thus must be unique and also an extreme point.

Furthermore, if the network has nonnegative solutions, then it must have a solution
satisfying (3.28). This may be achieved by sending the appropriate amount of flow in
each cycle in order to drive to zero the flow in at least one of the two arcs in the product.
This is the same as adding a suitable elementary circulation to the flow. For the solution in
Figure 3.18, passing flow �3 through the first cycle and flow �4 through the second cycle
produces the solution hcd D .0; 5; 3; 8; 5; 5; 0; 3; 0; 2; 2/, which satisfies (3.28). Then
�0.h

cd / D .1; 2; 3; 5; 5; 3; 2; 1/ and one can easily verify that it satisfies all conditions:
boundary, duality, Morse inequalities, nonnegativity and �-connectivity. This is true for
general n D 2i C 1.

Now let ı be an integer in the interval Œ0;minfh1 � .h0 � 1/; hn�1 � .hn � 1/� and
h2;cd be a solution to the hcd

ı
-system. Then h1;cd D h2;cd � ı.1;�1; 0; : : : ; �1; 1/ is a

solution to the hcd
0 -system. Notice that �0.h

1;cd / D �ı.h
2;cd /. Thus there seems to exist
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no gain in considering the general case of positive values for �, except perhaps regarding
the satisfaction of the �-connectivity inequality. So the question is whether there is an
hcd 2 Hcd

ı
that will satisfy it. Do we need to choose a special value for ı, perhaps related

to �?
Fortunately, the same h*cd , the unique solution to the hcd

0 -system that satisfies the com-
plementarity condition (3.28), solves this question, since the �-connectivity constraint is
always satisfied by �0.h

*cd /. To see that, consider the two cases allowed by the comple-
mentarity condition h*c

2h
*d

n�2 D 0. If h*c
2 D 0, then

Œ�0.h
*cd /�1 D h

*d
1 � h

*c
2 D h

*d
1 D h1 � h

*c
1 D h1 � .h0 � 1/ > �;

for any � 2 Œ0;6 minfh1 � .h0 � 1/; hn�1 � .hn � 1/�. If, on the other hand, h*d
n�2 D 0,

then
Œ�0.h

*cd /�1 D Œ�0.h
*cd /�n�1 D h

*d
n�2 C h

*c
n�1 D h

*c
n�1

D hn�1 � h
*d

n�1 D hn�1 � .hn � 1/ > �;

for any � 2 Œ0;6 minfh1 � .h0 � 1/; hn�1 � .hn � 1/�.
Thus, if the hcd

0 -system (3.25) has a nonnegative solution, then there is a Betti number
vector that solves the Morse inequalities and the �-connectivity condition, for 0 6 � 6
minfh1�.h0�1/; hn�1�.hn�1/g. Since the feasibility of the Poincaré–Hopf inequalities
are equivalent to the existence of nonnegative integral solutions to the hcd

� -system, we
conclude that the feasibility of the Poincaré–Hopf inequalities is sufficient fo the existence
of Betti number vectors satisfying the Morse inequalities.

From now on, for the case n D 2i C 1, we will use the fact that �0.H
cd
0 / D �ı.H

cd
ı
/

to drop the subscript � in the definition of � , being mindful of the convention � D �0.
To show the converse result, we introduce the map H cd W R2iC2 ! R4i , comprised

by the mapsH c andHd .

ŒHd .
/�k D

kX

j D0

.�1/j Ck.hj � 
j /, for i C 1 6 k 6 2i (3.29)

ŒH c.
/�k D

k�1X

j D0

.�1/j Ck�1.hj � 
j /, for 1 6 k 6 i (3.30)

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
<̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
:̂

ŒHd .
/�k D 
k C ŒH c.
/�kC1, for 1 6 k 6 i � 1 (3.31)
ŒH c.
/�k D 
k C ŒHd .
/�k�1, for i C 2 6 k 6 2i (3.32)

ŒHd .
/�i D 
i (3.33)
ŒH c.
/�iC1 D 
iC1: (3.34)

Now suppose there is a Betti number vector N
 that satisfies the Morse inequalities
(3.24). Now, if we closely analyse these inequalities, we realize there is some wiggle
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room in the values of 
i and 
iC1. This pair of variables appears, with opposite signs, in
the first equality in (3.24) and in the inequalities that follow, for k D i C 1; : : : ; 2i � 1.
The inequality corresponding to k D i contains only 
i and reads


i 6

iX

j D0

.�1/j Cihj �

i�1X

j D0

.�1/j Ci
j : (3.35)

The remaining inequalities contain neither 
i nor its dual 
iC1. Thus if we change N
 by
adding the same amount ı to these two components, the new vector will continue to satisfy
all conditions, except, perhaps, for (3.35). The upper bound of ı will be

ımax D

iX

j D0

.�1/j Cihj �

i�1X

j D0

.�1/j Ci N
j � N
i ;

the value for which (3.35) is satisfied tightly.
This amounts to establishing that, if there is a Betti number vector that satisfies the

Morse inequalities (3.24), then there is one that satisfies the Morse inequalities and sat-
urates the inequality for k D i , (3.35). The relevance of this fact is that the image
hcd D H cd .
/ of such a vector will be a solution to the hcd

0 -system, establishing the
converse result. Thus Theorem 3.1 is true for n D 2i C 1.

Case n D 2i

Let n D 2i � 0 mod 4. Again we define a map� , but now the rules are slightly different.
Notice that the domain of � isR4i�1, if n D 2i � 0 mod 4 andR4i�2, otherwise (when
n D 2i � 0 mod 4 the vector hcd contains the additional component ˇi ).

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂<
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂:

Œ� .hcd /�0 D Œ� .hcd /�2i D 1

Œ� .hcd /�j D

8
ˆ̂̂
ˆ̂̂
<
ˆ̂̂
ˆ̂̂
:

hd
j � hc

j C1; if 1 6 j 6 i � 2

hd
i�1 � .hc

i � ı/; if j D i � 1

ˇi ; if j D i and 2i � 0 mod 4
2ı; if j D i and 2i � 2 mod 4
�.hd

i � ı/C hc
iC1; if j D i C 1

�hd
j �1 C hc

j ; if i C 2 6 j 6 2i � 1

where ı D

�
minfhc

i ; h
d
i g; if 2i � 2 mod 4

0; ow.

(3.36)

As in the case n D 2i C 1, we could define a more general map, to apply to solutions to
the hcd

� -system, for any allowable value of �, by altering the definition of Œ� .hcd /�1 and
Œ� .hcd /�n�1 to include the summand �, as in (3.27). Nevertheless, this is also unnecessary
here, because the relationship between the solution sets of the hcd

� -systems, for different
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values of the parameter �, remains the same, they are just translations of each other and
this translation cancels out when applying the map.

Let hcd be a solution to the hcd
� -system that satisfies the complementarity condition

(3.28), with the caveat that the last restriction in (3.28), namely hc
i ; h

d
i D 0, need not be

satisfied if n � 2 mod 4. This allowance is necessary since that the last component of the
“network” decomposition for the case n D 2i � 2 mod 4 has a unique solution that may
not satisfy hc

i h
d
i D 0 (recall the example in Figure 3.16). The map (3.36) will take this

hcd to a integral vector that satisfies boundary and duality conditions, Morse inequalities,
nonnegativity and �-connectivity. The numerical instance in Figure 3.19 illustrates this
fact.
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Figure 3.19: Numerical instance of network-flow corresponding to hcd
� -system for closed

manifolds, for n D 8.

The vector 
 D � .hcd / resulting from the feasible solution hcd given in Figure 3.19
is the following.


 D .
0; 
1; 
2; 
3; 
4; 
5; 
6; 
7; 
8/ D .1; 1; 2; 2; 2; 2; 2; 1; 1/:

The“network” in Figure 3.19 has three “cycles”: hc
2; h

d
6 ; h

c
6; h

d
2 ; hd

5 ; h
c
3; h

d
3 ; h

c
5 and hc

4; ˇ
4;

hd
4 . The last one is not really a cycle, but the variables constitute the support of an elemen-
tary vector of the subspace comprised of the solutions to the homogeneous version of the
hcd

� -system. Without loss of generality, we choose the nonnull elements of this solution
to be .1;�2; 1/. With respect to the solution in Figure 3.19, feasibility is maintained if
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we pass flow in the interval Œ0; 2� in the first and second cycle, and between 0 and 1 in the
third “cycle”. This gives us a total of 18 integral nonnegative solutions to the hcd

0 -system.
As before, the lack of the complementarity condition will lead to 
 ’s satisfying duality
and boundary conditions, and Morse inequalities, but that may fail at nonnegativity and
�-connectivity.

The complementarity condition could pose an obstacle when n D 2i � 2 mod 4.
This is circumvented by the introduction of ı. In practice, it is as if we were adding the
variable ˇi and passing flow through the last “cycle” to drive at least one of the variables
hc

i or h
d
i to zero. Notice that this necessarily assigns an even value to �i , as required per

the definition of a Betti number vector. In fact, when n is even, using duality and the first
equation in (3.24), when have that


i D

nX

kD0

.�1/kCnhk �

nX

kD0;k¤i

.�1/nCk
k

D

nX

kD0

.�1/khk � 2

i�1X

kD0

.�1/k
k :

Furthermore, since n D 2i � 2 mod 4, thus “i” is odd, the alternate sum of the h’s may
be manipulated as follows.

nX

kD0

.�1/khk D .�1/ihi C

i�1X

kD0

.�1/khk C

nX

kDiC1

.�1/khk

D �hi C

i�1X

kD0

.�1/khk C

i�1X

kD0

.�1/khn�k ˙

i�1X

kD0

.�1/khk

D �hi C

i�1X

kD0

.�1/k.hn�k � hk/C 2

i�1X

kD0

.�1/khk :

Thus the last Poincaré–Hopf condition (3.23) is satisfied if and only if the alternate sumPn
kD0.�1/

khk is even, which is equivalent to asking that 
i be even. Again using the
equivalence between the Poincaré–Hopf inequalities and hcd

� -systems, we conclude that
either is sufficient for the existence of a Betti number vector satisfying the Morse inequal-
ities.

This parity condition is essential for the existence of integral solutions to hcd
� -system,

as shown in Section 3.2. Consider, for instance, the following example. Let n D 2i D 6,
h D .3; 6; 3; 4; 1; 5; 4/ and � D 0. The unique solution to the corresponding hcd

0 -system
is the nonintegral vector hcd D .2; 4; 3; 0; 3=2; 5=2; 1; 0; 1; 4/. Nevertheless, the vector

 D .1; 1; 0; 3; 0; 1; 1/ is a nonnegative integral vector that satisfies (3.24), duality and �-
connectivity conditions. It is, in fact, the unique solution to the Morse inequalities (3.24),
but notice that it fails the parity condition for the middle component 
i D 
3.
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Now suppose the hcd
0 -system has an nonnegative integral solution hcd . Thus, it has

one, say h*cd , that satisfies (3.28), except possibly for hc
i h

d
i when n D 2i � 2 mod 4.

Then � .h*cd / is clearly integral, satisfies the boundary and duality conditions and may be
shown to satisfy the Morse inequalities as well. This implies that the feasibility of the
hcd

� -system is sufficient for the existence of a Betti number vector satisfying Morse and
�-connectivity inequalities.

To show the converse we will need the map H cd . If n D 2i � 0 mod 4, it is
comprised and by the mapsH c ,Hd and B , given below.

ŒHd .
/�k D

kX

j D0

.�1/j Ck.hj � 
j /; for i 6 k 6 2i � 1 (3.37)
8
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
<̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
:̂

ŒH c.
/�k D

k�1X

j D0

.�1/j Ck�1.hj � 
j /; for 1 6 k 6 i C 1 (3.38)

ŒHd .
/�k D 
k C ŒH c.
/�kC1; for 1 6 k 6 i � 1 (3.39)
ŒH c.
/�k D 
k C ŒHd .
/�k�1; for i C 1 6 k 6 2i � 1 (3.40)

B.
/ D 
i : (3.41)

When n D 2i � 2 mod 4, we use the map zH cd , which does not include a map B ,
only the maps zH c and zHd . It coincides with H cd except in the i -th components of zH c

and zHd , which are 8
<̂

:̂

zH c
i .
/ D H c

i C

i

2

zHd
i .
/ D Hd

i C

i

2
:

(3.42)

Let 
 be a Betti number vector satisfying the Morse inequalities. It can be shown that
H cd .
/ is a nonnegative integral vector satisfying the hcd

0 -system, showing the converse
result needed, and concluding the proof of Theorem 3.1.

3.3.2 The Morse polytope
Consider a fixed pre-assigned index data set .h0; h1; : : : ; hn/ and let � be an integer in the
interval Œ0;minfh1 � .h0 � 1/; hn�1 � .hn � 1/g�. In this section we will suppose that the
hcd

0 -system has a solution. In this section we study the Morse polyhedron P� , the set of

 2 RnC1

C that satisfy boundary and duality conditions, and the Morse and �-connectivity
inequalities.

We’ll see that P� bears a close relationship with the polytope Hcd
0 constituted by the

nonnegative solutions to the hcd
0 -system, introduced on page 100, for the case n D 2iC1

and on page 107, for the case n D 2i .
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First of all we point out that P� is a polytope, i.e., a bounded polyhedron. This follows
from the nonnegativity restriction and the fact that taking all possible pairs of consecutive
inequalities in (3.24) we obtain 
j 6 hj , for j D 1; : : : ; n. Therefore 0 6 
j 6 hj , for
0 6 j 6 n, for every 
 2 P� .

Furthermore, from its definition, we have that

P� D P0 \ f
 2 RnC1 j 
1 > �g;

so the analysis of P� greatly benefits from the knowledge of P0. In fact, P� is simply the
intersection of P0 with the half-space defined by the inequality 
1 > �.

It was remarked in Section 3.2, in a more general context, that, when n D 2i C 1 or
n � 2 mod 4, all vertices of Hcd

0 are integral, a straightforward result, considering the
identification of the hcd

� -system as a network-flow problem (albeit a deviant one when n
is even). However, when n � 0 mod 4, the hcd

� -system may have extreme solutions that
are not integral, see example on page 105. Even though condition (3.23) is not necessary
for the existence of integral nonnegative solutions, it is necessary if we want to guarantee
an integral polytope. This remains true for the particular case of closed manifolds.

Analogous results are true for P� , a somewhat surprising outcome. It turns out that
P� is an integral polytope when n D 2i C 1 or n D 2i � 2 mod 4, or, equivalently, that
P� is the convex hull of the collection of Betti number vectors which satisfy the Morse
inequalities. Nevertheless, in order for this to hold in the case n D 2i � 0 mod 4, we
need one additional constraint, namely that (3.23) holds, just like for the polytopeHcd

� .
We have already seen that � .Hcd

0 / 6� P0. Nonetheless, we will be able to establish
a 1-to-1 relationship between a subset of P0 and a subset of Hcd

0 . This result will enable
an easy construction method for the Betti number vectors in this subset of P0, from the
special solution to the hcd

� -system that satisfies the complementarity condition (3.28) and
the elementary circulations of the hcd

� network.

Case n D 2i C 1

In order to simplify the exposition, boundary and duality conditions will be used to elim-
inate more than half the variables, namely 
0, 
iC1, : : :, 
2iC1. The duality conditions
imply that

kX

j D0

.�1/j 
j D 1C

minfk;2i�kgX

j D1

.�1/j 
j ;

for k D 1; : : : ; 2i .
Substituting these partial sum expressions in the Morse inequalities (3.24) and using

the boundary and �-connectivity condition, we obtain the following inequalities for 
 r D
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.
1; 
2; : : : ; 
i /.

0 D

2iC1X

j D0

.�1/jhj ; (3.43)

0 6 h0 � 1; (3.44)
0 6 h2iC1 � 1 (3.45)

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
<̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
:̂

minfk; 2i �kgX

j D1

.�1/j Ck
j 6 �.�1/k C

kX

j D0

.�1/j Ckhj ; for 1 6 k 6 2i � 1 (3.46)


1 > � (3.47)

 r > 0: (3.48)

Notice that (3.43)–(3.45) are actually constraints on the pre-assigned index data set, al-
ready presumed satisfied. Algebraically speaking, the reduced Morse polytopePr

� defined
by constraints (3.46)–(3.48) is the projection of the Morse polytope P� onto the subspace
generated by 
 r . Clearly there is a 1-to-1 relationship between 
 r 2 Pr

� and 
 2 P� .
Furthermore, 
 r is an extreme point of Pr

� if and only if its corresponding 
 2 P� is an
extreme point of P� .

In the following we adopt the convention of indicating the subvector .x1; : : : ; xi /
(resp., .x1; : : : ; xi�1/), if n D 2i C 1 (resp., if n D 2i ), of the vector x D .x0; x1; : : : ;
xn/, by appending the superscript “r” to x. The biunique relationship between a vector
x and its projection xr allows us to recuperate the .n C 1/-component vector x from its
projection, extending xr by means of applying boundary and duality conditions to xr .

The next proposition establishes the main properties ofPr
� and was shown in Bertolim,

Mello, and de Rezende (2005a). It is a generalization of the result for � D 0 obtained in
Bertolim, Mello, and de Rezende (2005b).

Proposition 3.1. The polytope Pr
� satisfies the following properties:

1. The vertices of Pr
� are integral.

2. Each vertex of Pr
� belongs to one of the faces:

F t
� D f
 r 2 Pr

� j

iX

j D1

.�1/j 
j D �1C

iX

j D0

.�1/jhj g

or
F0

� D f
 2 Pr
� j 
i D 0g:

3. If z
 r 2 F t
� , then .z
1; : : : ; z
i�1; 0/ 2 F0

� , that is, F0
� is the projection of F t

� on the
plane 
i D 0.

4. Each (integral) 
 r in F t
� corresponds to an (integral) nonnegative hcd satisfying

the hcd
� -system for closed manifolds (3.25).
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5. If � > �0 then Pr
� � Pr

�0 .

The proof uses the “consecutive ones” property to show that the coefficient matrix of
the system of linear inequalities that defines Pr

� is totally unimodular, see Fulkerson and
Gross (1965), and Hoffman and Kruskal (1956).

Proposition 3.1 implies thatP� is the convex hull of nonnegative Betti number vectors
that satisfy the Morse inequalities, boundary, duality and �-connectivity conditions. All
knowledge of Pr

� may be obtained from face F t
� in the sense that all the remaining ele-

ments of the polytope may be obtained from the ones on this face by decreasing the i -th
component.

Proposition 3.2, also from Bertolim, Mello, and de Rezende (2005a), not only estab-
lishes the existence of a componentwise maximum element of Pr

� but also gives a simpler
formulation for Pr

� , using this maximum.

Proposition 3.2. Suppose the hcd
0 -system (3.25) admits nonnegative solutions. Let h*cd

be the nonnegative integral solution thereto that satisfies the complementarity conditions
(3.28). Let 
* D � .h

*cd / be constructed from h*cd using (3.27). Then 
*r 2 F t
0 and Pr

� may
be rewritten as the set of vectors that satisfy

8
ˆ̂̂
<̂
ˆ̂̂
:̂

.�1/k
kX

j D1

.�1/j 
j 6 �.�1/k C .�1/k
kX

j D0

.�1/j N
*j ; for 1 6 k 6 i


1 > �;


 r > 0:

Furthermore, 
*r is the maximum vector of Pr
� , componentwise.

Proposition 3.2 could have been somewhat expected since we showed that � .h*cd /

would satisfy Œ� .h*cd /�1 > � for any admissible value of �. This is the same as saying
� .h

*cd / 2 P� , for any � 2 Œ0;minfh1 � .h0 � 1/; hn�1 � .hn � 1/g�.
Although not every hcd 2 Hcd

0 will be mapped to a vector in P0 by � , the following
proposition gives the next best thing. It establishes a 1-to-1 relationship between a subset
of Hcd

0 and F t
0. From the definition of H cd , it is easy to verify that given N
 r 2 F t

� , then
H cd maps N
 and all the points between N
 and its projection ontoF t

� to the same hcd vector
inHcd

0 . The next proposition refines a similar one from Bertolim, Mello, and de Rezende
(2005b).

Proposition 3.3. Let Nhcd 2 Hcd
0 be such that N
 D � . Nhcd / 2 P0. Then N
 r 2 F t

0 and
H cd . N
/ D Nhcd .

Proof. First we show that N
 2 F t
0. Using the definition of � in (3.27), we have the
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following.

iX

j D1

.�1/j N
j D

i�1X

j D1

.�1/j . Nhd
j � Nhc

j C1/C .�1/i Nhd
i

D � Nhd
1 C

i�1X

j D2

.�1/j Nhd
j C

i�1X

j D2

.�1/j Nhc
j C .�1/i Nhc

i C .�1/i Nhd
i

D �h1 C .h0 � 1/C

iX

j D2

.�1/jhj

D �1C

iX

j D0

.�1/jhj :

Now we prove by induction thatH cd . N
/ D Nhcd . Let k D i C 1. Formulas (3.27) and
(3.29) implies the following.

ŒHd . N
/�iC1 D

iC1X

j D0

.�1/j CiC1.hj � N
j /

D

iX

j D0

.�1/j CiC1.hj � N
j /C .�1/2iC2.hiC1 � N
iC1/

D hiC1 � Nhc
iC1

D Nhd
iC1:

Assume, by induction, that ŒHd . N
 r /�` D Nhd
`
, for ` 6 k � 1. Notice that

ŒHd . N
/�k C ŒHd . N
/�k�1 D

kX

j D0

.�1/j Ck.hj � 
j /C

k�1X

j D0

.�1/j Ck�1.hj � 
j /

D .�1/2k.hk � N
k/

D hk � .� Nhd
k�1 C Nhc

k/

D Nhd
k C Nhd

k�1:

Thus, using the induction hypothesis, we conclude that

ŒHd . N
/�k D Nhd
k ;

which means this is true for i C 1 6 k 6 2i .
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Next, let k D i . Then (3.30) implies

ŒH c. N
/�1 D h0 � N
0 D h0 � 1 D Nhc
1:

Suppose, by induction, that ŒH c. N
/�` D Nhc
`
for ` 6 k � 1. Since

ŒH c. N
/�k C ŒH c. N
/�k�1 D

k�1X

j D0

.�1/j Ck�1.hj � 
j /C

k�2X

j D0

.�1/j Ck�2.hj � 
j /

D hk�1 � N
k�1

D hk�1 � . Nhd
k�1 � Nhc

k/

D Nhc
k�1 C Nhc

k ;

using the induction hypothesis, we have that

ŒH c. N
/�k D Nhc
k ;

which must be true for 1 6 k 6 i .
Therefore, using the quantities already calculated, for 1 6 k 6 i � 1,

ŒHd . N
/�k D N
k C ŒH c. N
/�kC1

D . Nhd
k � Nhc

kC1/C Nhc
kC1

D Nhd
k :

Likewise, for i C 2 6 k 6 2i ,

ŒH c. N
/�k D N
k C ŒHd . N
/�k�1

D � Nhd
k�1 C Nhc

k C Nhd
k�1

D Nhc
k :

Finally,
ŒHd . N
/�i D N
i D Nhd

i

and
ŒH c. N
/�iC1 D N
iC1 D Nhc

iC1;

which concludes the proof. �
It was remarked in Section 3.3.1 that it 
 r 2 Pr

� saturates (3.35), then H.
/ 2 Hcd
0 .

But saturating (3.35) is the same as belonging to F t
0. SoH cd maps vectors in F t

0 toHcd
0 .

This fact and Proposition 3.3 imply that there is a 1-to-1 relationship between the integral
elements of F t

0 and the subset S of Hcd
0 that are pre-images, by H cd , of z
 such that

z
 r 2 F t
0. Let circ

j be a 0;˙1 elementary circulation associated with the j -th cycle of the
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network for n D 2iC1, for j D 1; : : : ; i �1. Let h*cd 2 Hcd
0 be the nonnegative integral

solution to the network flow problem that satisfies the complementarity condition (3.28).
ThenHcd

0 has the parametric description

Hcd
0 D fhcd D h

*cd C

i�1X

j D1

˛j circj j hcd > 0; ˛ 2 Zi�1g:

Let 
* D � .h
*cd /. Since Œ� �r is a linear map,3 the face F t

0 will be contained in the set
8
<
:

*r C

i�1X

j D1

˛j Œ� .circj /�r j ˛ 2 Zi�1

9
=
; :

Thus we can use the images of the 0;˙1 elementary circulations to generate the elements
of Pr

0 , as illustrated in the next example.
Recall the n D 7 numerical instance defined in Figure 3.18. The solution h*cd D

.0; 5; 3; 8; 5; 5; 5; 0; 3; 0; 2; 2/ to the network-flow problem, defined therein, for � D 0,
satisfies (3.28). The 0;˙1 elementary circulations are chosen as

circ1 D .0; 0; 1;�1; 0; 0; 0; 0;�1; 1; 0; 0/

circ2 D .0; 0; 0; 0; 1;�1;�1; 1; 0; 0; 0; 0/

corresponding to cycles 1 and 2 depicted in Figure 3.18. The componentwise maximum
element of P0 is 
* D .1; 2; 3; 5; 5; 3; 2; 1/. Thus, Proposition 3.5 implies the polytope Pr

�

is given by the inequalities
8
ˆ̂̂
<
ˆ̂̂
:


1 6 2

1 � 
2 > �1

1 � 
2 C 
3 6 4

1 > �


1; 
2; 
3 > 0:

The images of the elementary circulations by � produce the vectors:

t1 D Œ� .circ1/�r D

2
4

�1
�1
0

3
5 and Œ� .circ2/�r D

2
4

0
�1
�1

3
5 :

The busy picture at the top of Figure 3.20 depicts Pr
0 for the pre-assigned data listed

in Figure 3.18. The edges of this polytope are delineated. All of its integral points are
3Notice � .hcd / D .1; 0; : : : ; 0; 1/ C .0; Œ� .hcd /�1; : : : ; Œ� .hcd /�n�1; 0/, where the second term is

a linear map.
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indicated by gray bullets. The face F t
0 is shaded in blue and the face F0

0 , the projection
of F t

0 onto the plane 
3 D 0, in red (it is a see through polytope!). A tridimensional
integral frame is sketched in dashed gray to help locate the integral points. The extreme
point 
*r D .2; 3; 5/ is at the top right corner of F t

0. Several possible transitions between
the integral points of F t

0 are indicated. Thus, for instance .1; 2; 5/ D 
* C t1. This means
that

.1; 1; 2; 5; 5; 2; 1; 1/ D � .h
*cd C circ1/ D � .0; 5; 4; 7; 5; 5; 5; 0; 2; 1; 2; 2/:

Similarly, we have that .2; 2; 4/ D 
* C t2.
As multiples of circ1 and circ2 are added to h*cd to generate points inHcd

0 , the images
of such points by � will produce points on the plane containing the blue face F t

0. Several
points will belong to F t

0, but not all. As mentioned on page 111, there are 24 integral
solutions inHcd

0 , the product of the four possible values of the flow through cycle 1 and 6
possible values through cycle 2. At the bottom of Figure 3.20, we replicate the polytope,
showing the images by � of all the integral points in Hcd

0 . Although they all belong to
the plane that contains F t

0, 15 are outside the shaded blue area, and do not belong to F t
0.

As mentioned, the polytopes Pr
� , for integral � satisfying 0 6 � 6 minfh1 � .h0 �

1/; hn�1 � .hn � 1/g, may be obtained from Pr
0 by finding its intersection with the set

f
 r j 
1 > �g. The polytopes Pr
0 ;P

r
1 and Pr

2 corresponding to the pre-assigned data
given in Figure 3.18 are shown in Figure 3.21. The first two have dimension 3, but the
third has no volume, it is two dimensional, the faces F t

2 and F0
2 are one dimensional line

segments.

Case n D 2i � 0 mod 4

Suppose n D 2i , where i > 2 is even. The approach is similar to the one used in the
odd case. We employ the duality conditions to eliminate 
iC1; : : : ;
2i�1, the boundary
conditions to eliminate 
0 and 
2i , and the first equation in (3.24) to eliminate 
i from
the system of inequalities that defines P� . As before, the resulting system of inequalities
in .
1; : : : ; 
i�1/ defines a polytope Pr

� whose elements are in an 1-to-1 relationship with
the elements of P� . Details of the deduction of (3.50)–(3.57) are provided in Bertolim,
Mello, and de Rezende (2005b).

The middle Betti number is obtained from the first equality in (3.24) and the duality
conditions:


i D

2iX

j D0

.�1/jhj � 2

i�1X

j D0

.�1/j 
j : (3.49)

Substituting the above expression for 
i in the Morse inequalities (3.24) and using
boundary and duality conditions, they are reduced to the system below.
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Figure 3.20: Morse reduced polytope Pr
0 for pre-assigned index data given in Figure 3.18.
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Figure 3.21: Morse reduced polytopes for pre-assigned index data given in Figure 3.18,
for � D 0; 1 and 2.

0 6 h0 � 1 (3.50)
0 6 h2i � 1 (3.51)

i�1X

j D1

.�1/j 
j 6 �1C
1

2

2iX

j D0

.�1/jhj (3.52)

i�1X

j D1

.�1/j 
j > �1C max

8
<
:

2iX

j DiC1

.�1/jhj ;

i�1X

j D0

.�1/jhj

9
=
; (3.53)

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂<
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂:

2i�k�1X

j D1

.�1/j Ck
j > �.�1/k C

2iX

j DkC1

.�1/j Ckhj ; for i 6 k 6 2i � 2 (3.54)

kX

j D1

.�1/j Ck
j 6 �.�1/k C

kX

j D0

.�1/j Ckhj ; for 1 6 k 6 i � 2 (3.55)


1 > � (3.56)

 r > 0: (3.57)

Restrictions (3.50)–(3.51) refer only to the pre-assigned data. The polytope Pr
� de-

fined by (3.52)–(3.57). Notice that the right-hand-side in (3.52) will not be integral ifP2i
j D0.�1/

jhj is odd, or equivalently, if (3.23) doesn’t hold. Indeed, one can construct
examples that show this may lead to nonintegral extreme points in Pr

� . One could, in this
case, replace the fraction by its floor (the biggest integer less than or equal the fraction) and
the resulting set of inequalities would define the convex hull of the extreme points of the
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polytope given by (3.52)–(3.52). The following results would be valid without additional
hypotheses with the fraction in (3.52) replaced by its floor.

From now on, we assume (3.23) is satisfied. The case
P2i

j D0.�1/
jhj � 1 mod 2

is addressed in Section 3.3.3. The following proposition is from Bertolim, Mello, and de
Rezende (2005a). It plays the role Proposition 3.1 played for the odd case.

Proposition 3.4. The polytope Pr
� defined by (3.52)–(3.57) has integral vertices and each

(integral) 
 r in the polytope corresponds to an (integral) nonnegative hcd satisfying (3.26).
Each vertex of Pr

� belongs to one of three faces:

F t
� D

8
<
:


r 2 Pr
� j

i�1X

j D1

.�1/j 
j D �1C max

8
<
:

2iX

j DiC1

.�1/jhj ;

i�1X

j D0

.�1/jhj

9
=
;

9
=
;

Fb
� D

8
<
:


r 2 Pr
� j

i�1X

j D1

.�1/j 
j D �1C
1

2

2iX

j D0

.�1/jhj

9
=
;

F0
� D f
 r 2 Pr

0 j 
i�1 D 0g:

Proposition 3.5. Suppose the hcd
0 -system (3.26) admits nonnegative solutions. Let h*cd

be the nonnegative integral solution thereto that satisfies the complementarity conditions
(3.28). Let 
* D � .h

*cd / be the vector constructed from h
*cd using (3.36). Then 
*r 2 F t

0

and the of inequalities defining Pr
0 may be rewritten as

.�1/k
kX

j D1

.�1/j 
j 6 �.�1/k C .�1/k
kX

j D0

.�1/j 
*j ; for 1 6 k 6 i � 1 (3.58)

i�1X

j D1

.�1/j 
j 6 �1C
1

2

2iX

j D0

.�1/jhj (3.59)


 r > 0: (3.60)

Furthermore, 
*r is the maximum vector of Pr
� , componentwise.

In the odd n case, it was possible to show that the map � defined in (3.27) was such
that � .Hcd

0 / � P0 \ f
 j 
 saturates (3.35)g, that is, every point on the face f
 2 P0 jPi
j D0.�1/

j 
j D
Pi

j D0.�1/
jhj g is reached by the map. When n is even, the result

is different, one can show that, for � defined in (3.36), � .Hcd
0 / � P0. The following

proposition goes further, establishing a 1-to-1 relationship between the elements of Pr
0

and a subset ofHcd
0 .

Proposition 3.6. Let Nhcd 2 Hcd
0 be such that N
 D � . Nhcd / 2 P0. ThenH cd . N
/ D Nhcd .



128 3. Network Flows and Morsification

Proof. It suffices to show ŒH c.
/�j D Nhc
j and ŒHd .
/�j D Nhd

j for j D 1; : : : ; 2i � 1,
since BŒ N
� D N
i D Ňi .

Let k D i in (3.37). Recall that , since n D 2i � 0 mod 4, i is even.

ŒHd . N
/�i D

iX

j D0

.�1/j Ci .hj � N
/

D h0 � N
0 C

i�1X

j D1

.�1/j .hj � . Nhd
j � Nhc

j C1//C .hi � N
i /

D h0 � 1C

i�1X

j D1

.�1/jhj �

i�1X

j D1

.�1/j Nhd
j C

i�1X

j D1

.�1/j Nhc
j C1 C hi � Ňi

D

i�1X

j D1

.�1/jhj �

i�1X

j D1

.�1/j Nhd
j �

i�1X

j D0

.�1/j C1 Nhc
j C1 C Nhc

i C Nhd
i

D

i�1X

j D1

.�1/jhj �

i�1X

j D1

.�1/j . Nhd
j C Nhc

j / � Nhc
i C Nhc

i C Nhd
i

D Nhd
i :

Suppose ŒHd .
/�` D Nhd
`
for i 6 ` 6 k � 1.

ŒHd . N
/�k�1 C ŒHd . N
/�k D .�1/2k.hk � N
k/

D hk � .� Nhd
k�1 C Nhc

k/

D Nhd
k C Nhd

k�1:

Thus ŒHd . N
/�k D Nhd
k
, and using induction, this is true for i 6 k 6 2i � 1.

Let k D 1 in (3.38).

ŒH c. N
/�1 D h0 � N
0 D h0 � 1 D Nhc
1:

Suppose ŒH c.
/�` D Nhc
`
for 1 6 ` 6 k � 1. Then

ŒH c. N
/�k�1 C ŒH c. N
/�k D .�1/2k�2.hk�1 � N
k�1/

D hk�1 � . Nhd
k�1 � Nhc

k/

D Nhc
k�1 C Nhc

k :

Therefore, ŒH c. N
/�k D Nhc
k
and this must be true for 1 6 k 6 i C 1.
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Now let 1 6 k 6 i � 1. From (3.39),

ŒHd . N
/�k D N
k C ŒH c. N
/�kC1 D . Nhd
k � Nhc

kC1/C Nhc
kC1 D Nhd

k :

Finally, let i C 1 6 ` 6 2i � 1. From (3.40),

ŒH c. N
/�k D N
k C ŒHd . N
/�k�1 D .� Nhd
k�1 C Nhc

k/C Nhd
k�1 D Nhc

k :

This concludes the proof. �
To illustrate the various properties ofPr

� wewill use the numerical example introduced
in Figure 3.19. It concerns an instance of dimension n D 2i D 8, with pre-assigned data
h D .3; 5; 7; 8; 5; 6; 2; 2; 2/. The solution h*cd D .2; 3; 2; 5; 3; 5; 3; 3; 0; 2; 0; 2; 0; 1; 1/,
given in the same figure, satisfies the complementarity condition (3.28). The componen-
twise maximum of the reduced Morse polytope is 
* D .1; 1; 2; 2; 3; 2; 2; 1; 1/. The in-
equalities that define the reduced Morse polytope Pr

0 are
8
ˆ̂̂
<
ˆ̂̂
:


1 6 1

1 � 
2 > �1

1 � 
2 C 
3 6 1

1 � 
2 C 
3 > 0


1; 
2; 
3 > 0:

Theymay be obtained either by direct application of the formulas in (3.52)–(3.57) or using

* and Proposition 3.5.

The “network” in Figure 3.19 has three elementary circulations, given in the table
below, together with the corresponding cycles (or rather, support in the third case) and
their reduced images by � .The elementary circulation is obtained by passing flow 1 of
value 1 along the cycle in the direction the arcs are listed. Backward arcs in the cycles are
colored red.

elementary
circulation

corresponding
cycle reduced image by �

circ1 hc
2; h

d
6 ; h

c
6; h

d
2 t1 D .�1;�1; 0/

circ2 hd
5 ; h

c
3; h

d
3 ; h

c
5 t2 D .0;�1;�1/

circ3 hc
4; h

d
4 ; ˇ

4 t3 D .0; 0;�1/

The polytope Pr
0 and all seven of its facets are depicted in Figure 3.22. Given that


* 2 F t
0, the reduced images of h

*cd C ˛1circ1 C ˛2circ2 by � belong to F t
0, since they

will be obtained from 
* by adding the corresponding multiples of t1 and t2. Since the
flow along the first and second cycle may vary between 0 and 2, there are nine integer
nonnegative hcd 2 Hcd

0 whose images by � will lie on the affine plane defined that
contains F t

0. Since this face contains only five integral points, four of these images will
fall outside the face, as in then odd case. These images are shown on the left, in Figure 3.23.
The flow along the third “cycle” may vary between 0 and 1. Notice that 
*C t3 2 Fb

0 . So
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* D .1; 2; 2/

t3

t2

t1

F t
0

Polytope Pr
0


1


2


3

1

1

1

F
b
0
1


2


3

F
0
0
1


2


3

P
r
0 \ f
r j 
2 D 0g


1


2


3

P
r
0 \ f
r j 
1 D 0g


1


2


3

P
r
0 \ f
r j 
1 � 
2 D �1g


1


2


3

P
r
0 \ f
r j 
1 D 1g


1


2


3

Figure 3.22: Polytope Pr
0 for pre-assigned data given in Figure 3.19.
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the remaining 9 integral elements of Hcd
0 , namely h*cd C ˛1circ1 C ˛2circ2 C circ3, for

˛1; ˛2 2 f0; 1; 2g, will be mapped by � to the affine plane containing Fb
0 . These are

depicted on the left of Figure 3.23. Since this face contains only four integral points, five
of these images will fall outside the face. Notice that the face Pr

0 \ f
 r j 
1 D 1g, at the
bottom right of Figure 3.22, coincides with P t

1.

�

�

�

�

�

�

�

�

� 
*


1


2

�


3

1

1

1

�

�

�

�

�

�

�

�

�


*


1


2

�


3

1

1

1

Figure 3.23: Images by � r of all nonnegative integral elements ofHcd
0 , for pre-assigned

data in Figure 3.19.

Only minor adjustments are need to extend these results to the case n D 2i � 2
mod 4.

3.3.3 When
Pn

j D0.�1/j hj is odd

When n D 2i C 1,
Pi

j D0.�1/
j .hn�j � hj / D �

Pn
j D0.�1/

jhj , so (3.22) implies
that this alternate sum be even, so there is no point in investigating the possibility of this
alternate sum being odd.

When n D 2i , as observed on page 116, the parity of the alternate sum
Pn

j D0.�1/
jhj

coincides with the parity of hi �
Pi�1

kD0.�1/
k.hn�k � hk/. Therefore, if n D 2i � 2

mod 4, constraint (3.23) will enforce the alternate sum to be even.
No such condition, however, is imposed when n D 2i � 0 mod 4. We will see that,

when this condition doesn’t hold, the polytope Hcd
� , if nonempty, will have nonintegral

extreme points, as already pointed out for the general case (Bj ’s not all zero) on page 107
in the analogous situation (the parity condition of (2.50) not holding).

The existence of nonintegral extreme points of Hcd
� , when n D 2i � 0 mod 4 andPn

j D0.�1/
jhj is odd, follows from two facts. First, the hcd

� -system can be divided into i
independent subproblems, so that a given hcd is an extreme point ofHcd

� if and only if its
restrictions to the variables of the j -th subproblem is an extreme point thereof. Second,
whereas the integrality of the extreme points of the first i�1 subproblems is a consequence
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of their nature (network flow problems) and the integrality of the data, the integrality of
the extreme points of the last subproblem will hinge on the alternate sum

Pn
j D0.�1/

jhj

being even.
The last subproblem is small enough that we can solve it in detail. It is given by the

following linear system. 8
ˆ̂<
ˆ̂:

hc
i C ˇi C hd

i D hi

hc
i � hd

i D bi�1;2

hc
i ; ˇ

i ; hd
i > 0;

(3.61)

where

bi�1;2 D hn � h0 C

i�1X

kD1

.�1/k.hn�k � hk/ D

i�1X

kD0

.�1/k.hn�k � hk/: (3.62)

This system will have nonnegative solutions if and only if hi > bi�1;2 > �hi , so we
assume this condition is satisfied.

The variable ˇi may be removed from the system using the first equation. So there is
a 1-to-1 correspondence between solutions to (3.61) and the solutions to

8
ˆ̂<
ˆ̂:

hc
i C hd

i 6 hi

hc
i � hd

i D bi�1;2

hc
i ; h

d
i > 0;

which, on the other hand, is equivalent to
8
ˆ̂̂
<
ˆ̂̂
:

hc
i 6

hi C bi�1;2

2

hc
i � hd

i D bi�1;2

hc
i ; h

d
i > 0:

(3.63)

The extreme points .hc
i ; h

d
i / of the polytope defined by (3.63) are

If bi�1;2 > 0: ..hi C bi�1;2/=2; .hi � bi�1;2/=2/ and .bi�1;2; 0/:

If bi�1;2 < 0: ..hi C bi�1;2/=2; .hi � bi�1;2/=2/ and .0;�bi�1;2/:

The corresponding extreme point solutions .hc
i ; ˇ

i ; hd
i / to (3.61) are

If bi�1;2 > 0: ..hi C bi�1;2/=2; 0; .hi � bi�1;2/=2/ and .bi�1;2; hi � bi�1;2; 0/:

If bi�1;2 < 0: ..hi C bi�1;2/=2; 0; .hi � bi�1;2/=2/ and .0; hi C bi�1;2;�bi�1;2/:
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So, if
Pn

j D0.�1/
jhj is odd, then hi �bi�1;2 will be odd and, although the existence of

integral solutions is assured by the fact that one of the extreme points is integral, the poly-
tope itself will not be integral, because one of its extreme points is not integral. Therefore,
in this case,Hcd

� will not coincide with the convex hull of its integral points.
Clearly, the set of integral solution to (3.63) is contained in the set of solutions to

8
ˆ̂̂
<
ˆ̂̂
:

hc
i 6

�
hi C bi�1;2

2

�

hc
i � hd

i D bi�1;2

hc
i ; h

d
i > 0:

(3.64)

But the polytope defined by (3.64) is integral, since its coefficient matrix is totally uni-
modular and its right-hand-side is integral.

Now notice that if
Pn

j D0.�1/
jhj is odd, then hi must be positive. Otherwise, if

hi D 0, we would forcibly have hc
i D hd

i D ˇi D 0, and the hcd
� -system would reduce to

a network-flow problem of dimension n D 2i�1, with data h0 D .h0; : : : ; hi�1; hiC1; : : : ;
hn/. But then, constraint (3.22) requires that

0 D

2i�1X

j D0

.�1/jh0
j

D

i�1X

j D0

.�1/jhj C

2iX

j DiC1

.�1/j C1hj ˙

2iX

j DiC1

.�1/j C1hj

D

i�1X

j D0

.�1/jhj C

2iX

j DiC1

.�1/jhj C 2

2iX

j DiC1

.�1/j C1hj

D

2iX

j D0

.�1/jhj C 2

2iX

j DiC1

.�1/j C1hj ;

which would contradict the hypothesis that
P2i

j D0.�1/
jhj is odd. Therefore, we must

have hi > 0.
So the integral solutions to the hcd

� -system for pre-assigned data .h0; : : : ; hi ; : : : ; h2i /,
with

P2i
j D0.�1/

jhj � 1 mod 2, bear a 1-to-1 relationship with the solutions to the hcd
� -

system for pre-assigned data h0, where h0
j D hj , for 0 6 j 6 2i , j ¤ i , and h0

i D hi � 1.
Let Nhcd is a solution to the hcd

� -system for the pre-assigned data h0. Let zhcd be a vector that
coincides with Nhcd except for the beta component, which satisfy ži D Ňi C 1. Then zhcd

is a solution to the system for the pre-assigned data h. The following example illustrates
this relationship.

Consider the data h D .3; 4; 7; 8; h4; 2; 2; 2/. This corresponds to the example given
in Figure 3.19, only now we are letting h4 be a parameter, whereas the other components
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of h are fixed. Then the Poincaré–Hopf inequality for closed manifolds

h4 >

3X

j D0

.�1/j .h8�j � hj / > �h4

implies h4 > 3. The analysis in Section 3.2 implies the solutions to the corresponding
hcd

� -system are

hcd D .2; 3; 2; 5; 3; 5; 3; h4 � 3; 0; 2; 0; 2; 0; 1; 1/

C ˛1.0; 0; 1;�1; 0; 0; 0; 0; 0; 0; 0;�1; 1; 0; 0/

C ˛2.0; 0; 0; 0; 1;�1; 0; 0; 0;�1; 1; 0; 0; 0; 0/

C ˛3.0; 0; 0; 0; 0; 0; 1;�2; 1; 0; 0; 0; 0; 0; 0/;

where

0 6 ˛1 6 2

0 6 ˛2 6 2

0 6 ˛3 6

�
h4 � 3

2

�
:

Thus the number of nonnegative integral solutions will be 3 � 3 � 1 D 9 for h4 D 3 and
4; 3 � 3 � 2 D 18 for h4 D 5 and 6; 3 � 3 � 3 D 27 for h4 D 7 and 8, etc. For each pair
of consecutive odd-even values of h4, the number of nonnegative integral solutions is the
same, the solutions themselves will differ only in the ˇi component.

Summarizing, suppose n D 2i � 0 mod 4 and the parity condition in (3.23) is not
satisfied by the pre-assigned data Nh. Let zh differ from Nh only in the i -th component, which
satisfies zhi D Nh � 1. Then the polytope NHcd

� corresponding to the hcd
� -system for the

pre-assigned data Nh will not be integral. But the convex hull of its integral elements will
bear a 1-to-1 relationship with the integral elements of zHcd , and this last one is an integral
polytope. In fact, the convex hull of the integral elements of NHcd

� is simply a translation of
the vectors in the polytope zHcd , and the translation vector is the unit vector whose support
corresponds to the variable ˇi .

We will see that a completely analogous phenomenon occurs with the Morse polytope,
when n D 2i � 0 mod 4. Recall inequality (3.52), obtained by using boundary and du-
ality conditions, and eliminating 
i by means of the first equation in the Mose inequalities
(3.24), reproduced below for convenience.

i�1X

j D1

.�1/j 
j 6 �1C
1

2

2iX

j D0

.�1/jhj :

The reduced Morse polytope is defined by inequalities (3.52)–(3.57). The coefficient ma-
trix of this system of inequalities is totally unimodular. Thus if the right-hand-side were
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integral, all extreme points of the reduced Morse polytope Pr
� would be integral. In Sec-

tion 3.3.2, the sum
P2i

j D0.�1/
jhj was assumed even to ensure the integrality of the right-

hand-side. Suppose this is not true. Then the integral 
 r ’s that satisfy (3.52)–(3.57) must
also satisfy

i�1X

j D1

.�1/j 
j 6 �1C

66641
2

2iX

j D0

.�1/jhj

7775 ;

since the left-hand-side of the inequality has perforce an integral value. But then, if we
replace (3.52) with the inequality above, we obtain a system with totally unimodular coef-
ficient matrix and integral right-hand-side, which defines an integral polytope. Since this
integral polytope contains all the integral elements of Pr

� and is also contained in Pr
� , it

must be the convex hull of said elements.
Applying the floor operation has the same effect as decreasing hi by 1. Thus the con-

vex hull of the integral elements of Pr
� coincides with the reduced Morse polytope P 0r

�

corresponding to the data h0, a pre-assigned data that differs from h only in the i -th com-
ponent, which satisfies h0

i D hi � 1. But of course, when calculating the whole gamma
vector from some reduced 
 0r , one would need to evaluate 
i from the expression given
in (3.49). So the same 
 0r 2 P 0r can generate a Betti number vector satisfying the Morse
inequalities for h or for h0, and these two vectors will differ only in the 
i component.

Consider again the data h D .3; 4; 7; 8; h4; 2; 2; 2/. The polytope in Figure 3.22 was
built for h4 D 5. This polytope is also precisely the convex hull of the integral points of
the polytope for h4 D 6. Nevertheless, the vector 
 r D .1; 2; 1/ in this polytope expands
to 
 D .1; 1; 2; 1; 0; 1; 2; 1; 1/, if h4 D 5, and to 
 D .1; 1; 2; 1; 1; 1; 2; 1; 1/, if h4 D 6.

3.4 Realizability of the Morse polytope

We refer the reader to Section 4.3 where a null-trivial-dual-labelling, in short, an ntd-
labelling, which is the pairing up of all vertices (except two, one h0 and one hn vertex)
in an admissible graph is defined. Recall that an admissible graph is one that satisfies the
Poincaré–Hopf inequalities for closed manifolds. Do all admissible graphs of Morse type
admit an ntd-labelling? Are the admissible Morse type graphs that admit an ntd-labelling
realizable?

In this section, we will answer these questions. We shall present results obtained in
Cruz, Mello, and de Rezende (2005), namely that, for fixed index data .h0; h1; : : : ; hn/, in
general, for each integral point .
0; : : : ; 
n/ in the corresponding Morse polytope, one can
associate an abstract Lyapunov graphL.h0; : : : ; hn; �/with ntd-labelling and realize a cor-
responding flow onM n, where the Betti numbers ofM n satisfy ˇj .M

n/ D ˇn�j .M
n/ D


j , for all 0 < j 6 bn=2c.



136 3. Network Flows and Morsification

3.4.1 hcd vectors and ntd-labellings
In this section we establish the existence of an ntd-labelling for a given abstract Lyapunov
graph L.h0; : : : ; hn; �/ of Morse type associated with an hcd vector satisfying (3.25),
(resp., (3.26)) if n D 2i C 1 (resp., n D 2i ). Note that all ntd-labels refer to pairs of
singularities, except possibly the beta label, which may assume the specific labelling of
ˇ-i type. In the sequence we will deal with the number and types of pairings associated
with the ntd-labellings.

Henceforth, we consider fixed data .h0; : : : ; hn; �/ that satisfy the Poincaré–Hopf in-
equalities (3.19)–(3.23), and fixed hcd that satisfies the appropriate hcd -system, (3.25) or
(3.26), for this fixed data. Let

d� D number of �-dual pairings,
dj D number of dual pairings, for j D 1; : : : ; n � 2;

�j D number of null pairings, for j D 1; : : : ; n � 2;

t1 D number of trivial pairings of first type,
t2 D number of trivial pairings of second type,
b D number of labels of type beta.

Since hcd is fixed, the quantities of the various types j -c’s and j -d’s, are given, for
instance hd

j is the amount of hj D 1 of type j -d and hc
j is the amount of hj D 1 of type

.j �1/-c. Since these quantities may be used in different types of pairings, we must define
restrictions on the number of pairings so as not to over or underuse the available quantities.
It can be shown that these restrictions form a linear system, as follows.

t1 D h0 � 1 (3.65)
t2 D hn � 1 (3.66)
d� D � (3.67)�

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂<
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂:

dj C �j D hd
j ; for j D 1; : : : ; n � 2

dn�j �1 C �j D hc
j C1; for j D 1; : : : ; n � 2

(3.68)

b D ˇi ; if n D 2i � 0 mod 4 (3.69)
�; d > 0: (3.70)

When n D 2i C 1, the equations (3.68) may be transformed into i independent linear
systems, which can be cast into network flow problem format, as follows

8
ˆ̂<
ˆ̂:

dj C �j D hd
j ;

�dn�j �1 � �j D �hc
j C1;

dn�j �1 C �n�j �1 D hd
n�j �1;

�dj � �n�j �1 D �hc
n�j ;

for j D 1; : : : ; i � 1; (3.71)
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and,

�
di C �i D hd

i ;
�di � �i D �hc

iC1;
for j D i: (3.72)

If n D 2i , the same operation produces only the i � 1 linear systems (3.71).
Figure 3.24 shows the three independent network-flow problems arising from the linear

system, for n D 7.

hd
1

�hc
2

�hc
6

hd
5 hd

2

�hc
3

�hc
5

hd
4

hd
3

hc
4

d1
�5

�1 d5

d2
�4

�2 d4

d3�3ı1 ı2 ı3

Figure 3.24: Network flow problems arising from ntd-labelling equations, for n D 7.

The lozenge network was already analysed and its general solution, substituting the
appropriate variables in this case, is given below in (3.73)–(3.74), if n D 2i C 1, and in
(3.73), if n D 2i .

.�j ; �n�j �1; dj ; dn�j �1/ D .hc
j C1; h

d
n�j �1; h

d
j � hc

j C1; 0/

C ıj .�1;�1; 1; 1/; for j D 1; : : : ; i � 1; (3.73)
.�i ; di / D .0; hd

i /C ıi .1;�1/; for j D i; (3.74)

where Œhc
j C1 � hd

j �
C 6 ıj 6 minfhc

j C1; h
d
n�j �1g, for j D 1; : : : ; i � 1, and 0 6 ıi 6 hd

i .
Therefore, the number of distinct ntd-labellings or pairings that can be assigned to a

fixed abstract Lyapunov graph of Morse type described by an hcd vector is simply the
number of distinct integral values the various ıj may assume, giving the totals below.

i�1Y

j D1

.minfhc
j C1; h

d
n�j �1g � Œhc

j C1 � hd
j �

C C 1/ � .hd
i C 1/; if n D 2i C 1; (3.75)

and

i�1Y

j D1

.minfhc
j C1; h

d
n�j �1g � Œhc

j C1 � hd
j �

C C 1/; if n D 2i: (3.76)
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3.4.2 Betti number vectors and ntd-labellings

Themappings between the polytope of solutions to the hcd
� -system and theMorse polytope

will play an important role in the following, where we determine which ntd-labellings
for a given nonnegative integral hcd solving the hcd

� -system correspond to a topological
realization of a Morse flow on a closed manifold.

Henceforth, we assume that the fixed data .h0; : : : ; hn; �/ satisfies the Poincaré–Hopf
inequalities for closed manifolds (3.19)–(3.23).

Case n D 2i C 1

In this section we will employ the mapping � defined in (3.27) and the mapping H cd

defined in (3.29)–(3.34). As pointed out on page 114, given a Betti number N
 2 P� , there
is a host of solutions that can be constructed from N
 by keeping all components fixed
except for the two middle ones, which can vary in the range

0 6 
i D 
iC1 6

iX

j D0

.�1/j Cihj �

i�1X

j D0

.�1/j Ci
j :

In the definitions of �i .h
cd / and �iC1.h

cd /, the upper bound was adopted, resulting in
the fact that � r maps hcd to elements in the hyperplane containing the top face of Pr

� ,
F t

� . If we were to let �i .h
cd / D hd

i � hc
iC1 D 0 D �hd

i C hc
iC1 D �iC1.h

cd /, the
reduced vector � r would belong to the hyperplane supporting F0

� . Of course, being Pr
�

convex, if 
 r 2 F t
� , then the whole segment between 
 r and its projection onto F0

� is in
Pr

� . Thus, in a way, we’ve associated the whole segment between one vector in F t
� and its

projection ontoF0
� with a single hcd solution to (3.25). The establishment of pairings will

allow one to associate each integral 
 r on such a segment with a specific set of pairings in
a natural way. This is the gist of Theorem 3.2. Later on, Theorem 3.3 tackles the issue of
realization, showing that for each 
 r in this segment, exactly one of the several labellings
can be realized topologically.

Given a fixed abstract Lyapunov graph of Morse type associated with a solution hcd

of the hcd
� -system, the vectors �, d and t give the null, dual and trivial number of pairs

in a ntd-labelling assigned thereto. Assume 
 D � .hcd / belongs to P� . We are inter-
ested in determining which ntd-labellings for hcd correspond to a topological realization
of a Morse flow on a closed .2i C 1/-manifold with Betti number vector equal to 
 . As
mentioned, 
 r 2 F t

� , but the same question is posed for the Betti number vectors corre-
sponding to integral 
 r ’s below the top face of the reduced polytope.

Let hcd be such that � .hcd / 2 P� . Recall that all the integral vectors in the segment
between 
 r D � r .hcd / and its projection on F0

� are associated to hcd . Now the (fixed)
hcd vector will, in general, have several ntd-labellings that may be assigned thereto.

The functionG.d/ defined below maps an ntd-labelling of a nonnegative integral hcd ,
such that � .hcd / 2 P� , to a Betti number vector satisfying (3.24). This mapping spreads
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out evenly the ntd-labellings of hcd amongst the integral vectors in the segment from
� r .hcd / and its projection on F0

� .

Theorem 3.2. Let hcd be a nonnegative integral solution to the appropriate hcd
� -system,

(3.25) or (3.26), such that 
 D � .hcd / belongs to the Morse polytope P� . Let .�; d; t/
be the null, dual and trivial pairs of an ntd-labelling of hcd . Define the mapping G.d/ as
follows

G0.d/ D Gn.d/ D 1; (3.77)
G1.d/ D Gn�1.d/ D d1 � dn�2 C d� ; (3.78)
Gj .d/ D Gn�j .d/ D dj � dn�j �1; for j D 2; : : : ; i � 1; (3.79)
Gi .d/ D GiC1.d/ D di : (3.80)

Then G.d/ is a Betti number vector and its associated reduced vector lies in the segment
between 
 r and its projection onto F0.

Finally, the total number of pairings of hcd is evenly split amongst the integral vectors
in this segment.

Theorem 3.3. Let hcd be a nonnegative integral solution to (3.25), such that 
 D � .hcd /
belongs to the Morse polytope P� . Let z
 r be an integral vector in the segment between 
 r

and its projection ontoF0
� . Then there is a unique ntd-labelling of hcd that can be realized

topologically, that is, that satisfies

z
1 D z
n�1 D zd1 C zd� ; (3.81)

z
j D z
n�j D zdj C zdn�j ; for j D 2; : : : ; i � 1; (3.82)

z
i D z
iC1 D zdi ; (3.83)

where zd is the vector of dual pairings of this unique ntd-labelling.
Furthermore, this is realizable on a generalized tori with 
k factors of the type Sk �

Sn�k , for k D 1; : : : ; i .

Under the correspondence defined inTheorem 3.2, the maximum element ofPr
� , 
*r D

� .h
*cd /, corresponds to the ntd-labelling with .��; d�/ given by

d�
� D �;

.��
j ; �

�
n�j �1; d

�
j ; d

�
n�j �1/ D .h

*c
j C1; h

*d
n�j �1; h

*d
j � h

*c
j C1; 0/; for j D 1; : : : ; i�1;

.��
i ; d

�
i / D .0; h

*d
i /:

Thus this ntd-labelling satisfies ��
j�

�
n�j �1 D 0 D d�

n�j �1, for j D 1; : : : ; i � 1.
To illustrate these findings, we return to the numerical instance described in Figure 3.18.

The relevant data are n D 2i C 1 D 7 and .h0; : : : ; h7/ D .1; 5; 11; 10; 5; 3; 4; 3/. Thus
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� 2 f0; 1; 2g. There are 24 distinct nonnegative integral hcd ’s that solve the hcd
� -system,

for each value of �, described parametrically below with the help of the special solution
satisfying the complementarity condition and the elementary circulations.

hcd D .�; 5 � �; 3; 8; 5; 5; 5; 0; 3; 0; 2 � �; 2C �/

C ˛1.0; 0; 1;�1; 0; 0; 0; 0;�1; 1; 0; 0/

C ˛2.0; 0; 0; 0; 1;�1;�1; 1; 0; 0; 0; 0/;

where ˛1 2 f0; 1; 2; 3g and ˛2 2 f0; : : : ; 5g. The corresponding 
 r ’s belong to the affine
hull of the top face of the reduced Morse polytope, shown Figure 3.20. Of these, 9 belong
to F t

� .
The numbers of dual and null pairs associated with a given hcd are given by

.�1; �5; d1; d5/ D .hc
2; h

d
5 ; h

d
1 � hc

2; 0/C ı1.�1;�1; 1; 1/

D .3C ˛1 � ı1; ˛1 � ı1; 2 � � C ˛1 C ı1; ı1/;

where Œ� � 2 � ˛1�
C 6 ı1 6 ˛1; (3.84)

.�2; �4; d2; d4/ D .hc
3; h

d
4 ; h

d
2 � hc

3; 0/C ı2.�1;�1; 1; 1/

D .5C ˛2 � ı2; ˛2 � ı2; 3 � ˛1 � ˛2 C ı2; ı2/;

where Œ˛1 C ˛2 � 3�C 6 ı2 6 ˛2; (3.85)
.�3; d3/ D .hc

4; 0/C ı3.�1; 1/

D .5 � ˛2 � ı3; ı3/ for 0 6 ı3 6 5 � ˛2: (3.86)

The reduced gamma vector associated with an ntd-labelling is


1 D d1 � d5 C � D 2C ˛1


2 D d2 � d4 D 3 � ˛1 � ˛2


3 D d3 D ı3:

Letting � D 1, c1 D 1 D c2, we have Nhcd D .1; 4; 4; 7; 6; 4; 4; 1; 2; 1; 1; 3/. Then
d� D 1 and .�; d/ D .4�ı1; 6�ı2; 4�ı3; 1�ı2; 1�ı1; 2Cı1; 1Cı2; ı3; ı2; ı1/, where
0 6 ı1 6 1, 0 6 ı2 6 1 and 0 6 ı3 6 4, so this hcd admits 20 distinct ntd-labellings. On
the other hand, the reduced Betti number vectors associated to the 20 ntd-labellings are
not necessarily distinct. Applying the formulas in Theorem 3.2 we have that the reduced
vector associated to an ntd-labelling from this set is given by z
 D .z
0; z
1; : : : ; z
7/ D
.1; 1; 1; ı3; ı3; 1; 1; 1/ and z
 r D .z
1; z
2; z
2/ D .1; 1; ı3/. Thus, if ı3 D 4, we obtain
z
 r D .1; 1; 4/ 2 F t

1 and if ı3 D 0 we obtain z
 r D .1; 1; 0/ 2 F0
1 . Notice that z
 does not

depend on ı1 nor ı2. Thus there are 4 D 20=5 pairings (the number of possible values for
ı1 and ı2) associated with each of the five integral 
 r ’s in the segment between .1; 1; 0/
and .1; 1; 4/ in Pr

1 . Furthermore, all five 
 r ’s are associated with Nhcd .
The solution satisfying the complementarity condition is

h
*cd D .�; 5 � �; 3; 8; 5; 5; 5; 0; 3; 0; 2 � �; 2C �/
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N
 r Nhcd ˛1; ˛2
Range
of ı1

Range
of ı2

Range
of ı3

#ntd-labellings
assoc. with
N
 r Nhcd

.2; 3; 5/
.0; 5; 3; 8; 5; 5;
5; 0; 3; 0; 2; 2/

0; 0 f0g f0g f0; : : : ; 5g 1 6

.2; 2; 4/
.0; 5; 3; 8; 6; 4;
4; 1; 3; 0; 2; 2/

0; 1 f0g f0; 1g f0; : : : ; 4g 2 10

.2; 1; 3/
.0; 5; 3; 8; 7; 3;
3; 2; 3; 0; 2; 2/

0; 2 f0g f0; 1; 2g f0; 1; 2; 3g 3 12

.2; 0; 2/
.0; 5; 3; 8; 8; 2;
2; 3; 3; 0; 2; 2/

0; 3 f0g f0; 1; 2; 3g f0; 1; 2g 4 12

.1; 2; 5/
.0; 5; 4; 7; 5; 5;
5; 0; 2; 1; 2; 2/

1; 0 f0; 1g f0g f0; : : : ; 5g 2 12

.1; 1; 4/
.0; 5; 4; 7; 6; 4;
4; 1; 2; 1; 2; 2/

1; 1 f0; 1g f0; 1g f0; : : : ; 4g 4 20

.1; 0; 3/
.0; 5; 4; 7; 7; 3;
3; 2; 2; 1; 2; 2/

1; 2 f0; 1g f0; 1; 2g f0; 1; 2; 3g 6 24

.0; 1; 5/
.0; 5; 5; 6; 5; 5;
5; 0; 1; 2; 2; 2/

2; 0 f0; 1; 2g f0g f0; : : : ; 5g 3 18

.0; 0; 4/
.0; 5; 5; 6; 6; 4;
4; 1; 1; 2; 2; 2/

2; 1 f0; 1; 2g f0; 1g f0; : : : ; 4g 6 30

Table 3.1: Reduced Betti number vectors on F t
� , associated Nhcd and with .�; d/ such that

di D Nhd
i , values of ˛1, ˛2, ranges of ı, ı2, ı3, and number of distinct ntd-labellings,

supposing � D 0.

and the ntd-labelling that corresponds to the maximum Betti number vector has the fol-
lowing numbers of null and dual pairs:

d�
� D �;

.��
1 ; �

�
5 ; d

�
1 ; d

�
5 / D .3; 0; 2 � �; 0/;

.��
2 ; �

�
4 ; d

�
2 ; d

�
4 / D .5; 0; 3; 0/;

.��
3 ; d

�
3 / D .0; 5/:

Table 3.1 illustrates the correspondence between 
 r , hcd and ntd-labellings estab-
lished in Theorems 3.2 and 3.3.

Case n D 2i

In this section we use the maps � defined in (3.36) andHCd defined in (3.37)–(3.41). The
space where the reduced Morse polytope resides contains one representative of each dual
pair, but the variable 
i is not present. This time there is a 1-to-1 relationship between the
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integral vectors in P� and a subset of the nonnegative integral solutions

.hc
1; h

d
1 ; : : : ; h

c
i ; ˇ

i ; hd
i ; : : : ; h

c
2i�1; h

d
2i�1/

to the hcd
� -system.

The following theorems are the versions of Theorems 3.2 and 3.3, for the n even case.

Theorem 3.4. Let hcd be a nonnegative integral solution to (3.36), such that 
 D � .hcd /
belongs to the Morse polytope P� . Let .�; d; t/ be the null, dual and trivial pairs and b
be the number of beta labels of an ntd-labelling of hcd . Define the mapping G.d; b/ as
follows

G0.d; b/ D Gn.d; b/ D 1; (3.87)
G1.d; b/ D Gn�1.d; b/ D d1 � dn�2 C d� ; (3.88)
Gj .d; b/ D Gn�j .d; b/ D dj � dn�j �1; for j D 2; : : : ; i � 1; (3.89)
Gi .d; b/ D b: (3.90)

Then G.d; b/ D � .hcd / is a Betti number vector.
Furthermore, the whole set of labellings associated with hcd is mapped to the Betti

number vector G.d; b/.

Theorem 3.5. Let hcd be a nonnegative integral solution to (3.36), such that 
 D � .hcd /
belongs to the Morse polytope P� .

Then there is a unique ntd-labelling of hcd that can be realized topologically, that is,
that satisfies


1 D 
n�1 D zd1 C zd� ; (3.91)


j D 
n�j D zdj C zdn�j ; for j D 2; : : : ; i � 1; (3.92)


i D 2 zdi C zb; (3.93)

where zd is the vector of dual pairings and zb is the number of beta labels of this unique
ntd-labelling.

Furthermore,

1. if zb is even, this is realizable on a generalized tori of dimension 2i , i odd, with 
k

factors of the type Sk � Sn�k , for k D 1; : : : ; i .

2. if zb is odd, this is realizable on a n D 2i , i even, dimensional manifold obtained
as:

(a) a complex projective space CP2k , connected sum with a generalized tori of
dimension n D 4k, k odd, with 
j factors for j odd, 
j �1 factors for j even,
of the type Sj � Sn�j for j D 1; : : : ; 2k, provided 
j > 1, for j even.
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(b) a generalized tori of dimension n D 4k, k even, connected sum with a Hamil-
tonian projective space HPk , with 
j factors for j 6� 0 mod 4, 
j �1 factors
for j � 0 mod 4, of the type Sj �Sn�j for j D 1; : : : ; 2k, provided 
j > 1,
for j � 0 mod 4 4.

To illustrate these results, consider the following example. Let n D 2i D 8 and
h D .2; 5; 5; 6; 5; 4; 3; 4; 2/. The solutions to the hcd

� -system are

hcd D .1C �; 4 � �; 1; 4; 1; 5; 1; 4; 0; 4; 0; 3; 0; 3 � �; 1C �/

C ˛1.0; 0; 1;�1; 0; 0; 0; 0; 0; 0; 0;�1; 1; 0; 0/

C ˛2.0; 0; 0; 0; 1;�1; 0; 0; 0;�1; 1; 0; 0; 0; 0/

C ˛3.0; 0; 0; 0; 0; 0; 1;�2; 1; 0; 0; 0; 0; 0; 0/;

(3.94)

where � 2 f0; 1; 2; 3g, 0 6 ˛1 6 3, 0 6 ˛2 6 4 and 0 6 ˛3 6 2. The inequalities that
define the reduced Morse polytope are


1 6 3

1 � 
2 > 0

1 � 
2 C 
3 6 4

1 � 
2 C 
3 > 2

1 > �


1; 
2; 
3 > 0:

(3.95)

Figure 3.25 depicts the reduced polytope Pr
0 for this data, from three different view-

points. The blue face is F t
0.


*
*


1


2


3


*
*


1


2


3


*
*


1
2


3

Figure 3.25: Polytope Pr
0 corresponding to h D .2; 5; 5; 6; 5; 4; 3; 4; 2/.

4there is one exception, when k D 4 it is better to use OP2 in the connected sum.
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N
 r Nhcd ˛1; ˛2
Range
of ı1

Range
of ı2

Range
of ı3

#ntd-labellings
assoc. with

N
 r , Nhcd

.3; 3; 4/
.1; 4; 1; 4; 1; 5; 1; 4;
0; 4; 0; 3; 0; 3; 1/

0; 0 f0g f0g f0g 1

.3; 2; 3/
.1; 4; 1; 4; 2; 4; 1; 4;
0; 3; 1; 3; 0; 3; 1/

0; 1 f0g f0; 1g f0g 2

.3; 1; 2/
.1; 4; 1; 4; 3; 3; 1; 4;
0; 2; 2; 3; 0; 3; 1/

0; 2 f0g f0; 1; 2g f0g 3

.3; 0; 1/
.1; 4; 1; 4; 4; 2; 1; 4;
0; 1; 3; 3; 0; 3; 1/

0; 3 f0g f0; 1; 2; 3g f0g 4

.2; 2; 4/
.1; 4; 2; 3; 1; 5; 1; 4;
0; 4; 0; 2; 1; 3; 1/

1; 0 f0; 1g f0g f0g 2

.2; 1; 3/
.1; 4; 2; 3; 2; 4; 1; 4;
0; 3; 1; 2; 1; 3; 1/

1; 1 f0; 1g f0; 1g f0g 4

.2; 0; 2/
.1; 4; 2; 3; 3; 3; 1; 4;
0; 2; 2; 2; 1; 3; 1/

1; 2 f0; 1g f0; 1; 2g f0g 6

.1; 1; 4/
.1; 4; 3; 2; 1; 5; 1; 4;
0; 4; 0; 1; 2; 3; 1/

2; 0 f0; 1; 2g f0g f0g 3

.1; 0; 3/
.1; 4; 3; 2; 2; 4; 1; 4;
0; 3; 1; 1; 2; 3; 1/

2; 1 f0; 1; 2g f0; 1g f0g 6

.0; 0; 4/
.1; 4; 4; 1; 1; 5; 1; 4;
0; 4; 0; 0; 3; 3; 1/

3; 0 f0; 1; 2; 3g f0g f0g 4

Table 3.2: Reduced Betti number vectors on Ft , respective Nhcd , values of ˛1, ˛2, ranges
of ı1, ı2, ı3, and number of distinct ntd-labellings, supposing � D 0.

The 10 integral vectors belonging to the top face of Pr
� , the respective hcd , values

of the circulations (c3 D 0 for all of them), ranges of ˛j ’s and number of ntd-labellings
associated therewith are shown Table 3.2.



4 Building flows
with Isolating

Blocks

The most elementary gradient-like flows are negative gradient flows of Morse functions
which have Lyapunov graphs of Morse typeLwhich are directed graphs, have no oriented
cycles, and all vertices have degree less than or equal to three. In fact, this holds for
dimension n > 2, as proven in Chapter 2.

Hence, given an abstract Lyapunov graph, L, the question of Morsification is an im-
portant one. In the last chapter we determined necessary and sufficient conditions for
Morsifications of L. This answers the question of morsifiability of L at the combinatorial
level which naturally has topological implications as to the realizability ofL as a gradient-
like flow on a compact manifold.

Furthermore, non-morsifiability is an obstruction to the existence of a flow. If a graph
does not admit a Morsification, it is not realizable as a gradient-like flow on any compact
smooth manifold.

Initially we are interested in an elementary cobordism which is a triad
�
N;NC; N�

�

possessing exactly one nondegenerate singularity. These provide the simplest kinds of
isolating blocks realizing a Lyapunov semigraph ofMorse type possessing only one vertex.
It can be realized by considering the attaching of an ` handle,D` �Dn�`, to a collarN� �
Œ0; 1� whereN� is a closed codimension one manifold. Let � W @D` �Dn�` ! N� � f1g
be an embedding which defines the new n-manifold N 0 D N� � Œ0; 1�[� H with N� as
exiting boundary for the flow '. The entering boundary of the isolating block isNC where
@N 0 D NC [N�. The following alternative notations are usedN 0 D N� � Œ0; 1�[H .`/

or N 0 D N� � Œ0; 1� [H when reference to the index of the handle is omitted.
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4.1 Two dimensional Isolating Blocks

It is well known that two dimensional isolating blocks .N;NC; N�/ for Morse singulari-
ties areD2-disks with zero, one, or two disjoint subdisks removed from the interior ofD2.
If p is a sink, i.e. h0 D 1, then N is a disk with NC D S1; and if it is a source, h2 D 1,
then N is a disk with N� D S1. If p is a saddle, h1 D 1, then we have the following
possibilities:

• in the orientable case, N is a disk with two disjoint subdisks removed from the
interior ofD2;

• in the nonorientable case, N is a Mobius band with a subdisk removed from its
interior.

This of course follows directly from the Poincaré–Hopf equalities in dimension 2 which
determine uniquely the ambient manifold up to homeomorphism. In Figure 4.1, the Lya-
punov semigraphs for Morse saddle and their realization as 2-dimensional isolating blocks
are depicted.

N
+

N
+

N
+

N
−

N
−

N
−

h1 = 1

h1 = 1

h1 = 1

Figure 4.1: Isolating blocks and Lyapunov semigraphs for saddles on surfaces
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Before we proceed, let us make use of an example which illustrates the usefulness of
Lyapunov graph Morsification as a tool that aids in the realization of an abstract Lyapunov
semigraphL as a gradient-like flow on an isolating block. One gains insight into the topol-
ogy of the isolating block N of an isolated invariant set S by considering an associated
flow corresponding to the Morsification of L.

The necessary and sufficient condition that L must satisfy at each vertex is the local
Poincaré–Hopf inequalities. In dimension two these inequalities becomes an equality. See
Chapter 2.

Let � D g be the genus of the isolating block in dimension 2 and b D eC C e� be
the total number of boundary components, where eC is the number of entering and e� the
number of exiting boundary components. The data on an abstract Lyapunov semigraph
can be realized if and only if one of the Poincaré–Hopf equalities below holds with � D g,
i.e., the cycle number � equal to the genus g of the ambient manifold.

Orientable case: 2 � 2g � b D h2 � h1 C h0 (4.1)
Nonorientable case: 2 � g � b D h2 � h1 C h0 (4.2)

Example 4.1. Consider the abstract Lyapunov semigraphs Li , with 1 6 i 6 5, in Fig-
ure 4.2. Are these semigraphs realizable as gradient-like flows on a two dimensional iso-
lating block?

(1)

h1=2
κ=g

(2) (3) (4) (5)

h1=2
κ=g

h1=2
κ=g

h1=2
κ=g

h1=2
κ=g

L1 L2 L3 L4 L5

Figure 4.2: Are these graphs morsifiable?

In order to answer this question, one starts by analyzing the Poincaré–Hopf equalities
(4.1) and (4.2) for the data fh0 D 0; h1 D 2; h2 D 0g. One immediately concludes that any
isolating block, which contains a maximal invariant set with the given data, must satisfy
b 6 4. Hence, L5 can not be realized as a gradient-like flow on any smooth surface. By
analyzing the possible abstract Lyapunov semigraphs Li that satisfy the Poincaré–Hopf
equalities, one obtains the morsifiable ones and consequently those which are realizable
as a gradient flow on an isolating block with Lyapunov semigraph isomorphic to Li .

The Lyapunov semigraph L1 does not satisfy the Poincaré–Hopf equality in the ori-
entable case (4.1) since it would imply that g is non integer, which is not possible, and
hence L1 cannot be morsified as a Morse type graph. Therefore, there is no orientable 2-
dimensional isolating block that admits a realization of L1 as a gradient-like flow. On the
other hand, L1 satisfies (4.2) in the nonorientable case, and hence it can be morsified and
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admits a realization as a gradient-like flow on a nonorientable 2-manifold with � D g D 1
and b D 3. Note that, this is always the case for b D 3 in this example. The only admissi-
ble isolating block N3 is a Mobius band minus two disks. Since N3 is an isolating block
for an invariant set S with h1 D 2, it could have as maximal isolated invariant set two
saddles or a monkey saddle. See Figure 4.3.

p1 p2

N−
1

N+
2

N+
1

S

h1=1

h1=1

h1=2

Morsification

Realization

N+
2

S={p1, p2}

N−
1

N+
1

Figure 4.3: Mobius band isolating block: b D 3 and � D 1

On the other hand,L2 andL3 satisfy the Poincaré–Hopf equality in the orientable case
(4.1) and fail to do so in the nonorientable case (4.2). Hence, neither can be realized as
a flow on a nonorientable 2-dimensional isolating block, since this would imply g D 0,
which is not possible for non orientable surfaces. However, in the orientable case, L2

and L3 can be morsified and realized as a gradient-like flow on a 2-dimensional isolating
block N4 with � D g D 0 and b D 4, i.e., a sphere minus four disks. Note that N4 is the
only admissible isolating block in the case b D 4, which may have as maximal isolated
invariant set two saddles or a monkey saddle. See Figures 4.5 and 4.6.

Finally, consider L4. Since b D 2 and h1 D 2 then (4.1) implies that g D 1 and
one has an orientable isolating block, namely a torus minus two disks. See Figure 4.6.
However, the same data for (4.2) implies g D 2 and one has a nonorientable isolating
block, namely a Klein Bottle minus two disk, see Figure 4.7.
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S={p1, p2}

p1 p2
N−

1

N+
3

N+
1

N+
2

S

h1=1

h1=1

h1=2

Morsification

Realization

N−
1

N+
1

N+
2

N+
3

Figure 4.4: Disk isolating block: b D 4 and � D 0

S3 = {p1, p2}

p1 p2

N+
1

N+
2

N−
1N−

2

N−
1

N+
1N+

2

N−
2

p1

p2

S1

N+
1

N+
2

N−
1N−

2

h1=1

h1=1

h1=2

Morsification

Realization

Figure 4.5: Disk isolating block: b D 4 and � D 0
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S = {p1, p2}

p1 p2

N+

N−

Morsification

Realization

h1=1

h1=1

h1=2

S

N+

N−

Figure 4.6: Torus isolating block: b D 2 and � D 1

This example illustrates the usefulness of morsifiability in the construction of isolating
blocks for degenerate singularities in dimension two. Once the most elementary building
pieces have been constructed, namely isolating blocks forMorse singularities and periodic
orbits, one can glue them in accordance with the abstract Lyapunov graph L in order to
construct a closed orientable or nonorientable manifold of genus g with a gradient-like
flow that has Lyapunov graph isomorphic to L. In this sense, one realizes an abstract
Morse–Smale type graphs in dimension 2.

In higher dimensions, morsifiability does not necessarily imply realizability for some
even dimensional manifolds. More will be said on this topic later in the chapter. However,
in general, whenevermorsifiability implies realizability, the breaking down of the isolating
block into elementary Morse blocks provides greater insight into the various candidates
that serve as isolating block for the more complicated dynamics.

The following theorem, see de Rezende and Franzosa (1993), gives necessary and
sufficient conditions for an abstract Lyapunov graph ofMorse–Smale type to be associated
with a Morse–Smale flow and a Lyapunov function on a closed surface.

A nonorientable vertex on Lyapunov graphs for flows on surfaces are those whose
associated Lyapunov semigraph can only be realized on a nonorientable isolating block.
A nonorientable vertex on Morse–Smale Lyapunov graphs for surfaces are either a saddle
vertex of degree 2 or a source (sink) vertex of degree one labelled with a periodic orbit.
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p1 p2

N−
1

N+
2

N+
1

h1=1

h1=1

Morsification

Realization

S={p1, p2}

h1=2

N−
1

N+
2

N+
1

Figure 4.7: Klein isolating block: b D 2 and � D 2

Theorem 4.1. Let M be a closed surface. An abstract Lyapunov graph L of Morse type
is associated to a Morse–Smale flow �t and a Lyapunov function f on M if and only if
the following conditions are satisfied:

1. (Local conditions) If the vertex v is labelled with � and

(a) � is a source (sink) then the number of exiting (entering) edges e�
v

�
eC

v

�
is

equal to one.
(b) � is a saddle then 1 6 eC

v 6 2; 1 6 e�
v 6 2 and eC

v C e�
v 6 3. Moreover �

is orientable if and only if eC
v C e�

v D 3.
(c) � is a repelling (attracting) periodic orbit then e�

v 6 2
�
eC

v 6 2
�
. Moreover

� is orientable if and only if e�
v D 2

�
eC

v D 2
�
.

2. (Global conditions)

(a) IfM is orientable, the cycle rank of L must be equal to the genus ofM .
(b) If M is nonorientable, twice the cycle rank of L plus the number of nonori-

entable vertices must be equal to the genus ofM .

Proof. The necessity of the local and global conditions follow from results in the previous
chapter. In order to prove that these conditions are sufficient, we construct a smooth flow
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by gluing isolating blocks of Morse–Smale type in accordance to L so as to obtain a
manifold of genus g with no saddle connections.

Number the vertices j D 1; : : : ; V of L respecting the order on the graph which is
possible since the graph is directed with no oriented cycles. The desired flow is obtained by
gluing these isolating blocks as follows. Consider the vertex j . Isolating blocks for sinks
and sources are disks, and for saddles are as in Figure 4.1. Isolating blocks for attracting or
repelling periodic orbits are either cylinders or Mobius bands. Now we glue the isolating
blocks in the order in which the vertices are numbered from 1 to V . Assume each isolating
block is of the form f �1.j � 1

2
; j C 1

2
/ for a function that serves as a Lyapunov function

for flow on it. The desired flow is obtained by gluing these isolating blocks as follows.
Assume vertices j and k, where j C 1 6 k, are connected by an edge negatively incident
to vertex k and positively incident to vertex j . Then the isolating blockNj for vertex j has
an entering boundary component NC

j for the flow in f �1.j C 1
2
/ and the isolating block

Nk for vertex k has an existing boundary componentN�
k
for the flow in f �1.k� 1

2
/which

are both homeomorphic to circles. Then attach these boundary components by a cylinder
on which there is a longitudinal flowwith a Lyapunov function f which takes on the value
.j C 1

2
/ and .k � 1

2
/ on the exiting and entering boundary components respectively.

It is necessary to take care when gluing the isolating blocks together so that the result-
ing manifold is homeomorphic toMg , where g is its genus, which in the two dimensional
case is determined by the Poincaré–Hopf equalities where � D g.

Of course given a graph L with no nonorientable vertices, L can be realized on both
an orientable and nonorientable surface. In order to realize it on an orientable surface
of genus � D g, all gluings must be done so as to preserve orientation. It follows from
the Poincaré–Hopf equalities that since L.h2; h1; h0/ is realized on an orientable surface,
h2�h1Ch0 must be even. Therefore, ifL.h2; h1; h0/ is also realizable on an nonorientable
surface of genus g D �, 2 � � D h2 � h1 C h0 is even, hence g > 2 and is always even.
Consequently, there are at least two saddle isolating blocks with an exiting boundary C�

of one glued to the entering boundary CC of the other along a circle C which is not null
homologous. In this case, orientation must not be preserved and this is achieved by gluing
CC to C� reversing orientation.

If L has nonorientable vertices then the only possible realization is on a nonorientable
surface since there are isolating blocks which are either a Mobius band containing a pe-
riodic orbit or a Mobius band with a disk removed from its interior containing a saddle
singularity.

Finally to guarantee that the resulting flow is Morse–Smale, the stable and unstable
manifolds of the isolating sets must intersect transversally, thus in this 2-dimensional case,
no saddle connections should occur. Consider a connected union of k isolating blocks
[k

j D1Nj ordered from bottom to top. To insure transversality, the unstable manifolds of
the saddles s1; : : : ; sk must divide the exiting boundary ofN1 into 2k disjoint arcs and the
stable manifolds of the saddles must divide the entering boundary of Nk into 2k disjoint
arcs as well. This should be true for all k. There are many ways to perform this gluing and
the resulting flows may not be topologically equivalent.
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Let L be an abstract Lyapunov semigraph with vertex v with ev incident edges and
labelled with homology Conley indices .h2; h1; h0/. The genus of the isolating block Nv

realizing the dynamics with which v is labelled is:

Orientable case: gv D
.h2 � h1 C h0 � ev C 2/

2
(4.3)

Nonorientable case: gv D.�h2 C h1 � h0 � ev C 2/ (4.4)

One actually can generalize Theorem 4.1 to consider abstract Lyapunov graphs and
theirs realization as smooth gradient-like flows on surfaces. For the proof of the following
theorem, see de Rezende and Franzosa (1993).

Theorem 4.2. Let M be a closed surface. Let L be an abstract Lyapunov graph where
each vertex is labelled with .h2; h1; h0/. L is associated to a smooth flow �t with a finite
component chain recurrent set and a Lyapunov function f onM if and only if the following
conditions are satisfied:

1. (Local conditions) For each vertex v

(a) eC
v 6 h1 C 1,

(b) e�
v 6 h1 C 1 and

(c) eC
v C e�

v 6 h1 � h2 � h0 C 2, where the latter inequality is strict if v is
nonorientable. Furthermore, if eC D 0 then h2 D 1 otherwise h2 D 0; if
e� D 0 then h0 D 1 otherwise h0 D 0;

2. (Global conditions) The genus of each vertex vi , gvi
, is a nonnegative integer and

ifM has genus G and

(a) ifM is orientable, then G D � C
PV

iD1 gvi
,

(b) ifM is nonorientable, then G D 2� C
PV

iD1 gvi
.

Note that in Theorem 4.1, gv D 0 if v is orientable and gv D 1 if v is nonorientable.
The global conditions therein imply that ifM is orientable its genus G D � and ifM is
nonorientable its genusG D 2�Cnumber of nonorientable vertices. Hence, Theorem 4.2
generalizes Theorem 4.1.

The global conditions in Theorem 4.2 breaks down the total genus G of the surface
M into the local contribution of each isolating blockNv which realizes the semigraph Lv

and the global contribution to the genus coming from the gluings of the Nv as indicated
by L. The examples in Figure 4.3, Figure 4.4, Figure 4.5 and Figure 4.6 illustrate this
general case where the number of incident edges ev is equal to the number of boundary
components of the isolating block b.
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4.2 Three dimensional Isolating blocks
The aim in this section is to realize abstract Lyapunov graphs in dimension 3 as Morse–
Smale flows on compact orientable smooth manifolds. In this and subsequent sections,
unlike Section 4.1, we work only with compact orientable smooth manifolds.

In order to realize Morse–Smale isolating blocks, one must make use of handles, see
Chapter 2. Since isolating blocks for periodic orbits are considered, we use round handles
as defined below.

Definition 4.1. LetC1 andC2 be solid concentric cylinders of radii r1 and r2, respectively,
with r1 > r2. A round handle R is a 3-manifold homeomorphic to C1 � C2 containing
a saddle type periodic orbit of period equal to one and with a flow defined on R as fol-
lows: the flow enters on two disjoint boundary components ofR homeomorphic to annuli
and exits on two other disjoint boundary components also homeomorphic to annuli. See
Figure 4.8.

R

Figure 4.8: A round handle R for a saddle periodic orbit with h1 D h2 D 1.

The following proposition provides a local characterization of Lyapunov semigraphs
associated to a Morse–Smale flow on a 3-manifoldM where each vertex is labelled with
a singularity or periodic orbit of Morse–Smale type.

Proposition 4.1. Let �t be a Morse–Smale flow on a closed orientable 3-manifold with
Lyapunov function f . Let L be a Lyapunov graph with respect to f . The bounds on the
degree of a vertex v of L and the weights 1 on the incident edges of v are as follows:

1. If v is a vertex labelled with a source, h3 D 1 (resp., sink, h0 D 1), then e� D 1
and g� D 0 (resp., eC D 1 and gC D 0).

1The edges represent collars of closed surfaces, S � .0; 1/ and hence the weights are merely the genera g
of S .
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2. If v is a vertex labelled with a repelling periodic orbit, h2 D h3 D 1, (resp., attract-
ing periodic orbit, h0 D h1 D 1/ then e� D 1 and g� D 1 (resp., eC D 1 and
gC D 1).

3. If v is a vertex labelled with a saddle of index 2, h2 D 1 (resp., saddle of index
1; h1 D 1/ then e� D 1 and eC 6 2

�
resp: eC D 1 and e� 6 2/. Furthermore,

the weights on the incoming and outgoing edges of v must satisfy the condition
shown in Figure 4.9.

h2 = 1 h2 = 1 h1 = 1 h1 = 1

p q

p+ q

p

p+ 1

p+ q

p q

p+ 1

p

Figure 4.9: Lyapunov semigraphs labelled with saddle singularities.

4. If v is a vertex labelled with a saddle type periodic orbit, h1 D h2 D 1, then eC 6 2
and e� 6 2 and the weights on the incoming and outgoing edges of v must satisfy
the condition shown in Figure 4.10.

h1 = h2 = 1

p q

p+ q − 1

p

p

p+ q − 1

p q

h1 = h2 = 1 h1 = h2 = 1 h1 = h2 = 1

p q

r s

p+ q = r + s

Figure 4.10: Lyapunov semigraphs labelled with saddle periodic orbits.

Conversely, given any of the Lyapunov semigraphs Lv satisfying (1)-(4) it can be
realized as a smooth flow on a 3-manifold Mv with boundary surfaces of genera
gC

i

�
g�

j

�
corresponding to the weights on the edges. Furthermore, the flow defined

onMv contains as isolated invariant set either a singularity or a periodic orbit with
index equal to the labels on the vertex v.

We sketch a proof of this proposition but refer the reader to de Rezende (1993) for
more details.
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Proof. Theproof of the necessity of the conditions follow directly from the Poincaré–Hopf
inequalities in Chapter 2.

We now proceed to construct the isolating blocks for singularities and periodic orbits.

Constructing isolating blocks for singularities: Given an abstract Lyapunov semigraph
L with a vertex v labelled with a singularity with h0 D 1, a sink, eC D 1 and weight
g� D 0, there is one obvious choice for an isolating block Mv which is the 3-ball, D3.
The sink is located at the center of D3 and the flow is pointing transversely inward on
the boundary which is homeomorphic to S2, see Figure 4.12 .a/. The construction of an
isolating block for a singularity with h3 D 1, a source, is obtained by reversing the flow
on the isolating block for a sink.

If the vertex v is labelled with a saddle singularity with h1 D 1, there are two possi-
bilities for the indegree and outdegree of v:

(i) eC D 1 and e� D 2 or

(ii) eC D e� D 1.

The Poincaré–Hopf equality implies in the first case, if the outgoing edges haveweights
p and q, then the incoming edge must have weight p C q. In the second case, if the
outgoing edge has weight p, the incoming edge must have weight p C 1.

In order to construct the two possible types of isolating blocks for a singularity of index
h1 D 1, one studies different attaching maps of an index 1 handleH1. Consider a flow on
a solid cylinderD3 D D2 � Œ0; 1� as follows: the singularity is in the center ofD2 � f 1

2
g

and the flow exitsH1 through the two boundary componentsD2 � f0g andD2 � f1g and
enters elsewhere, as in Figure 4.11.

Figure 4.11: Saddle singularity inH1.

For the construction of an isolating block satisfying the requirements in case .i/, con-
sider two surfacesM1 andM2 of genus p and q, respectively. Let M1 and M2 denote the
respective collarings ofM1 andM2, that is Mi D Mi � Œ0; 1� for i D 1; 2. Now consider
the transversal flow on the collars Mi , i D 1; 2, entering forMC

i D Mi � f1g and exiting
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forM�
i D Mi � f0g. Since M1 and M2 are disjoint, glue the handleH1 by the attaching

sphere so that f0g�D2 is glued onMC
1 and f1g�D2 is glued onMC

2 . The isolating block
is Mv D M2 [ H1 [ M1. Hence, the two boundary components of Mv where the flow
exits are two disjoint closed 2-manifolds of genus p and q (M�

1 and M�
2 respectively).

The boundary component of Mv where the flow enters is a closed 2-manifold of genus
p C q, namely @ .M1 [H2 [ M2/. One should round off the corners of M1 [H2 [ M2

to obtain a smooth manifold. See Figure 4.12 .b/.
For the construction of an isolating block satisfying (ii), consider a surfaceM of genus

p and its collaring M and consider a transversal flow on the collar M entering forMC D
M � f1g and exiting forM� D M � f0g. Attach a handle of index 1,H1 by the attaching
sphere, so that the two exiting boundaries are attached toMC D M �f1g. Mv D M[H2.
See Figure 4.12(c).

h0 = 0

0(a)

(b)(b)
pq

h1 = 1

p+ q

(c) h1 = 1

p+ 1

p

Figure 4.12: Isolating block for singularities.

Constructing isolating blocks for periodic orbits: If v is a vertex of an abstract Lya-
punov graph L labelled with a repelling periodic orbit (i.e., h2 D h3 D 1) then condition
2 asserts that there is exactly one outgoing edge on v and that the weight on this edge is
equal to one. Our choice of isolating block Mv must have one boundary component of
genus equal to one. The obvious choice for Mv is a solid torus D2 � S1 containing a
repelling periodic orbit with the flow pointing outwardly transverse to @Mv . An isolating
block for an attracting periodic orbit (i.e., h0 D h1 D 1) can be obtained by reversing the
flow on the isolating block defined previously.
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Let the vertex v of the Lyapunov semigraph be labelled with a saddle periodic orbit
(i.e. h1 D h2 D 1). By condition 4, there are four possibilities for the degrees of v as
depicted in Figure 4.10:

(i) eC D 2, e� D 1;

(ii) eC D e� D 1;

(iii) eC D 1, e� D 2, and

(iv) eC D e� D 2.

The Poincaré–Hopf equality implies that the weights on incoming and outgoing edges are
as in Figure 4.10.

The round handle must be attached by the two anulli where the flow exits onto the
collar ofM , where the flow enters.

For .iv/ the isolating block must have two entering boundary components of genus p
and q. Also it must have two exiting boundary components of genus r and s, such that
rCs D pCq. In this case, we use a connecting invariant round handleR on two collared
handlebodiesM2 andM1 of genus r and s respectively. Attach the round handleR so that
the flow enters on two handlebodies of genus p and q. The isolating block is defined as
Mv D M2 [R [ M1, see the Figure 4.13-.c/.

For .i i/ the isolating block must have one entering and one exiting boundary compo-
nent. By the Poincaré–Hopf formula, both should have the same genus p. In this case it
suffices to attach an invariant round handleR to a collared handlebodyM of genus p. The
isolating block is defined asMv D M [R, as shown in Figure 4.13-.b/.

For .i i i/ the isolating block must have one entering and two exiting boundary compo-
nents. The two exiting boundary components have genus p and q. By the Poincaré–Hopf
formula the entering boundary component should have genus p C q � 1. To realize this
isolating block, attach a decreasing round handle R to two collared handlebodies M1 and
M2 of genus p and q. The isolating block is defined asMv D M2 [R[ M1, as shown in
Figure 4.13-.a/.

The following theorem provides a characterization of a Lyapunov graph associated to
a Morse–Smale flow on S3. A proof of a more general version of this theorem for Smale
flows can be found in de Rezende (1987).

Theorem 4.3. Given an abstract Lyapunov graphL whose sink (source) vertices are each
labelled with an attracting (repelling) singularity or periodic orbit and saddle vertices
are labelled with saddle singularities h1 D 1 or h2 D 1 or with a saddle periodic orbit
h1 D h2 D 1, then L is associated with a Morse–Smale flow �t and a Lyapunov function
f on S3 if and only if the following conditions hold:

1. The underlying graph L is a tree, i.e, � D 0, with exactly one edge attached to
each sink or source vertex. Moreover, the sink (source) vertex is labelled with an
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M1 × I M2 × I

R

(a) Connecting decreasing handle

(b) Invariant handle

M × I

R

M1 × I

R

(c) Connecting invariant handle

M2 × I

Figure 4.13: Gluing maps for round handles.
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attracting h0 D 1 (repelling h3 D 1) singularity or an attracting h0 D h1 D 1
(repelling h2 D h3 D 1) periodic orbit.

2. If a vertex v is labelled with a singularity with h2 D 1 (resp. h1 D 1) then 1 6
eC 6 2 and e� D 1

�
resp: eC D 1 and 1 6 e� 6 2/, where eC .e�/ is the number

of incoming (outgoing) edges of v.

3. If v is labelled with a saddle periodic orbit, h1 D h1 D 1, then 0 6 eC 6 2 and
0 6 e� 6 2.

4. All vertices must satisfy the Poincaré–Hopf condition, i.e., for a vertex labelled with
a singularity of index hr D 1, the condition is

.�1/r D eC � e� �
X

gC
j C

X
g�

i

and for a vertex labelled with a periodic orbit, the condition is

0 D eC � e� �
X

gC
j C

X
g�

i ;

where fgC
j geC

j D1

�
fg�

i ge�

iD1

�
are the weights on the incoming (outgoing) edges of v.

We sketch a proof.

Proof. The necessity of these local conditions follow directly from the Poincaré–Hopf
inequalities in Chapter 2. In order to prove the sufficiency of the conditions inTheorem 4.3
one must glue the isolating blocks accordingly, i.e. in such a way that the result is aMorse–
Smale flow on S3. As shown above we can locally realize singularities and periodic orbits
in isolating blocks embedded in S3, hence compact submanifolds of S3 with boundary.

The final step is to select a set of gluing maps for all the isolating blocks we have
constructed and attach them according to the prescription on the abstract Lyapunov graph
L so as to obtain a Morse–Smale flow on S3.

Let Mv and Mw be isolating blocks corresponding to the vertices v and w on the
Lyapunov graph L, respectively. If there is an edge going from vertex v to the vertex w
with weight g, we want to glue a component C�of @M�

v of genus g to a component CC

of @MC
w with genus g. Since C�and CC are unknotted surfaces of genus g, they bound

in S3 unknotted handlebodies on both sides. LetMv (resp. Mw ) be the component of the
complement of C� (resp. CC) in S3 which containsMv (resp. Mw ). It is helpful to think
of these isolating blocks as being in different three-spheres. We glueMv toMw attaching
C� to CC in order to obtain S3. If h0 denotes the attaching map, by Theorem 3.10 in
Franks (1985), it can be isotoped to h so that the flow onM D Mv [h Mw satisfies the
strong transversality condition.

By gluingMv toMw we have formed S3 and each boundary component ofM is an
unknotted surface in S3. Choose an edge emanating from the vertex v or w to a new
vertex z. Repeat the procedure forM andMz producing a new submanifold of S3 with
its boundary components being unknotted surfaces.

When a source (or sink) vertex y is reached there are two possibilities forMy :
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1. My D D3 the three ball with a singularity h3 D 1 (or a singularity h0 D 1).

2. My D S1 �D2, solid torus if y is labelled with a repelling (or an attracting periodic
orbit h1 D h0 D 1) periodic orbit h3 D h2 D 1.

We can continue this procedure adding a vertex each time and at each step obtaining
a newM � S3. When all isolating blocksMi have been attached for all vertices i then
one obtains the three-sphere.

From the Lyapunov function on eachMv one can construct a smooth Lyapunov func-
tion on S3 whose corresponding Lyapunov graph L0 is topologically equivalent to the
abstract Lyapunov graph L with which we started our construction.

Example 4.2. Let us illustrate this theorem of realizing a Lyapunov graph on S3. Start
with a graph which is a tree and that satisfies the local conditions in the Theorem 4.3, as
shown in the Figure 4.14.

v2

v1

v3

h0 = h1 = 1

h1 = h2 = 1

h0 = h1 = 1

v4 h1 = 1

v5 h2 = 1

v6
h2 = 1

h3 = 1
v8

v7
h2 = h3 = 1

1

1

1

2

1

1

0

Figure 4.14: Lyapunov graph L realizable in S3.

Now we build an isolating block for each vertex in the graph as shown in Figure 4.15.

Now, we can glueMv3
to the isolating blockMv1

along the boundary and the resulting
manifold is homemorphic to a solid torus. Likewise, we can glueMv4

toMv3
[Mv1

and
Mv2

such that the resulting manifold is homeomorphic to a solid bitorus. In this fashion,
we can glue Mv6

with Mv8
and obtain a solid torus. Now, we glue along the boundary

Mv6
[Mv8

andMv7
toMv5

to obtain a solid bitorus. Finally, we glue both solid bitorus
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Mv1
Mv2 Mv3

Mv4

Mv5

Mv6

Mv7 Mv8

R

Figure 4.15: Isolating blocks realizing vertices of L.

along the boundary in such way to obtain S3, i.e. identifying meridians of one to the
longitudes of the other.

4.2.1 Morse–Smale flows on S
2

� S
1

Due to the topology of S2 �S1 there is another type of gluing of a handle to be considered
which can not occur in S3. In order to describe it, we build a round handle R1 in S2 � S1.
Start with a non-separable sphere S2 and remove two disjoint disk D1 and D2. Now
consider a product of S2 � .D1 tD2/ with an interval I . This manifold is a 3-manifold,
R1, such that the boundary @R1 is composed by four annuli. One can put a saddle periodic
orbit inside of R1, as shown in Figure 4.16.

A

R1

B

Figure 4.16: Special round handle in S1 � S2.

Let N be a compact, connected 3-manifold with nonempty and connected boundary
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which is inside a 3-ball in S2 � S1. In the boundary of N , @N consider two disjoint disks
D1 andD2 and inside each one of them other smaller disks ND1 � D1 and ND2 � D2 such
that the annuli A1 D D1 � ND1 and B1 D D2 � ND2 have boundaries ˛0

1 D @D1; ˛
0
2 D

@ ND1; ˇ
0
1 D @D2 and ˇ0

2 D @ ND2. A round handleR is homeomorphic to S1 �Œa; b��Œc; d �.
Consider the following circles ˇ1 D S1 � fag � fcg, ˇ2 D S1 � fbg � fcg; ˛1 D S1 �
fag�fdg and ˛2 D S1 �fbg�fdg. Also, consider the annuliA D S1 � Œa; b��fdg; B D
S1�Œa; b��fcg; E D S1�fag�Œc; d � andF D S1�fbg�Œc; d �. With this decomposition
we now describe the special gluing of R1 to the 3-manifold N . The annulus A is glued to
A1 and B to B1 in such a way that ˛1 is identified to ˛0

2 and ˛2 is identified to ˛0
1. Also,

ˇ1 is identified to ˇ0
1 and ˇ2 is identified to ˇ0

2. See Figure 4.17.

β1β2
β′

1

β′

2

α1
α2

α′

1

α′

2

B

B′

A
A′

∂N

R1

Figure 4.17: Gluing of the special round handle.

The following proposition was proved in Ledesma, Manzoli Neto, and de Rezende
(2015).

Proposition 4.2. With the previous notation, it follows that:

1. @ .N [R1/ is homeomorphic to @N .

2. If N is a handlebody of genus g embedded in a 3-ball in S2 � S1 and

X D N [R1

as described above, then S2 � S1 � X is homeomorphic to a handlebody of genus
g.
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Before we enunciate a theorem that characterizes Lyapunov graphs on S2 � S1, the
following proposition characterizes a very special type of isolating block which can not
be realized in S3.

Proposition 4.3. Let v be a vertex of L labelled with a periodic orbit and suppose that

e� D eC D 1 and g� D gC D 0:

Then, there exists an isolating blockMv in S2 � S1 for a periodic orbit with one entering
and one exiting boundary component which are 2-spheres. Furthermore, S2 � S1 �Mv

is homeomorphic toD3
1 tD3

2 , a disjoint union of two 3-balls.

Proof. By the construction of R1, we have that

R1 D S2
a �

�
D2

1 [D2
2

�
� I

where S2
a is a non-separating sphere on S2 � S1. The annuli @D2

1 � I and @D2
2 � I are the

gluing regions. For the case of a genus zero handlebody, a 3-ball should be glued to the
above annuli using two 2-disks on the boundary of the 3-ball, as shown in the Figure 4.18-
.a/.

R1

D
3

(a) (b)

Mv

Figure 4.18: Especial round handle glues to 3-ball.

Note that the final manifold is isotopic to a tubular neighborhood of S2
a _ S1

b
, where

S2
a is a fiber of S2 � S1 ! S1 and S1

b
is a fiber of S2 � S1 ! S2. Thus, the complement

in S2 � S1 is homeomorphic to a 3-ball. Therefore, the isolating block Mv is shown in
Figure 4.18-.b/.

The next theorem is a characterization of Morse–Smale flows on S2 � S1. A more
general theorem characterizing Smale flows on S2 �S1 can be found in Ledesma, Manzoli
Neto, and de Rezende (2015).
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Theorem 4.4. Let L be an abstract Lyapunov graph. L is associated to a Lyapunov
function and a Morse–Smale flow �t on S2 � S1 if and only if the following statements
hold.

1. The underlying graph L has � 6 1 with exactly one edge attached to each sink
or source vertex. Moreover, the sink (source) vertex is labeled with an attracting
h0 D 1 (repelling h3 D 1) singularity or an attracting h0 D h1 D 1 (repelling
h2 D h3 D 1) periodic orbit.

2. If a vertex v is labelled with a saddle singularity, h2 D 1 (resp. h1 D 1), then
1 6 eC 6 2 and e� D 1

�
resp: eC D 1 and 1 6 e� 6 2/, where eC .e�/ is the

number of incoming (outgoing) edges of v.

3. If a vertex v is labeled with a saddle periodic orbit, h C 1 D h2 D 1, and
gC

i

�
g�

j

�
are the weights on the incoming (outgoing) edges incident to v, where

G� D
Pe�

iD1 g
�
i andGC D

PeC

iD1 g
C
i , then there are two cases to consider: � D 0

and � D 1.

(a) If � D 1 then
e� 6 2 and eC 6 2: (4.5)

(b) If � D 0

i. there exists at most one vertex labeled with a saddle periodic orbit with

eC D e� D 1 and G� D GC D 0: (4.6)

Any other vertex labeled with a periodic orbit satisfies the inequalities
in (4.5).

ii. and if no vertex on L satisfies the equality in (4.6) then there must be an
edge in L with nonzero weight.

4. All vertices must satisfy the Poincaré–Hopf condition, i.e., for a vertex labelled with
a singularity of index hr D 1, the condition is

.�1/r D eC � e� �GC CG�

and for a vertex labelled with a periodic orbit, the condition is

0 D eC � e� �GC CG�:

Proof. The sufficiency of the conditions of Theorem 4.4 are presented in two parts, � D 1
and � D 0.

Case � D 1: Let L be an abstract Lyapunov graph with a non oriented cycle that
satisfies conditions (1), (2), (3a) and (4). Suppose that a is an edge in the cycle of L
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singularity
Index 2g

periodic orbit
Repelling

L

CY CLE

123g − 1g

123
g − 1

g

L′

2

3

g − 1

g

L1

1

singularity
Index 1

periodic orbit
Attracting

2

3

g − 1

g

L2

1

Figure 4.19: The graphs L1 and L2 have a dangling edge.

with weight g. Consider the graphs L1 and L2 each with a dangling edge as shown in
Figure 4.19.

Now cut L along a and glue the graphs L1 and L2 by the dangling edges, as shown in
Figure 4.19. Then a new abstract Lyapunov graph L0 is obtained such that L0 is a tree and
each vertex satisfies the conditions inTheorem 4.3. Therefore, there exists a Morse–Smale
flow  t on S3 with Lyapunov graph L0 and such that L1 and L2 are associated to two
handlebodiesHg

1 andHg
2 , whose boundaries are unlinked in S3, as shown in Figure 4.20.

Now we cut the two neighborhoodsN
�
H

g
1

�
andN

�
H

g
2

�
ofHg

1 andHg
2 , respectively.

Then, gluing S3 �
�
N
�
H

g
1

�
tN

�
H

g
2

��
along @N

�
H

g
1

�
and @N

�
H

g
2

�
in an appropriate

manner, we obtain a Morse–Smale flow 't on S2 � S1 with Lyapunov graph L.
Case � D 0: In this case one considers two possibilities: (3b)(i ) and (3b)(i i ).
Let L be an abstract Lyapunov tree which satisfies (1), (2), (3b)(i i ) and (4). By condi-

tion (3b)(i i ), there is an edge a of L such that the weight of a is g > 0. Now cut L along
a and glue the graphs L1 and L2 by the dangling edges as shown in Figure 4.21.

The new graphs L0
1 and L0

2 are obtained. Since L0
1 and L0

2 satisfy the conditions of
Theorem 4.3, there exist Smale flows t and�t onS3 such thatL1 corresponds to a flow on
the unknotted handlebodyHg

1 and L2 corresponds to a flow on the unknotted handlebody
H

g
2 , as shown in Figure 4.22.

Then glue
��
H

g
1

�c
;  t j.Hg

1 /
c

�
and

��
H

g
2

�c
;  t j.Hg

2 /
c

�
in an appropriatemanner along
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123g − 1g

123
g − 1

g

L′

H
g
1

H
g
2

(Hg
1 )

c

H
g

2

Figure 4.20: The complement of an unknotted handlebody in S3 is another unknotted
handlebody of the same genus.

their boundaries. One obtains a Morse–Smale flow �t on S2 � S1 with Lyapunov graph
L.

Let L be an abstract Lyapunov tree which satisfies (1), (2), (3b)(i ) and (4). Let v be
the unique vertex that satisfies (4.6). By Proposition 4.3, there exists a Morse–Smale flow
�t on S2 � S1 and an isolating blockMv embedded in S2 � S1, associated to the vertex v.
Also, S2 �S1 �Mv is homeomorphic toD3

1 tD3
2 . Now, by cuttingL along the incoming

and outgoing edge incident to v, one obtains two semigraphs with dangling edges which
can be denoted by L1 and L2, as shown in Figure 4.23

We use the semigraphsL0
1 andL0

2 with dangling edges to create the new graphs OL and
eL, as shown in Figure 4.23. Then byTheorem 4.3, there exists Morse–Smale flows �i

t and
'

j
t on S3 such that L1 and L2 correspond to two 3-ballDC

1 andD�
2 respectively.

One has constructed Morse–Smale flows on
�
Mv; �t jMv

�
;
�
DC

1 ; �t jDC

1

�
and on

�
D�

2 ; '
i
t

ˇ̌
D�

2

�
. Finally, by gluing these manifolds in an appropriate manner one obtains

a Morse–Smale flow on S2 � S1 with Lyapunov graph L.

Example 4.3. Let us illustrate a realization of a Lyapunov graphL on S2 �S1. Start with
a graph L that satisfies the conditions in Theorem 4.4 and assume that � D 1 as shown in
the Figure 4.24

Construct an isolating block for each vertex in L as shown in Figure 4.25.
One can proceed as in Example 4.2 since L0 satisfies the conditions of Theorem 4.3.

SinceMv0
2
andMv0

3
are 3-balls, we have that S3 nMv0

2
is a 3-ball, then

�
S3 nMv0

2

�
nMv0

3
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Figure 4.21: The semigraphs L1 and L2 have dangling edges.
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Figure 4.22: L0
1 and L0

2 correspond to Morse–Smale flows on two handlebodies in S3
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v

0

0

0

0

L̂
˜

L

L

singularity

Repelling

0

L
′

2

singularity
Attracting

L
′

1

0

L1

L2

L1

L2

Figure 4.23: v is a special vertex in S2 � S1.

v1 h0 = h1 = 1

v2 h2 = 1

v3 h1 = h2 = 1

h3 = 1

v4

v5

h2 = h3 = 1

L

v1 h0 = h1 = 1

v2 h2 = 1

v3 h1 = h2 = 1

h3 = 1

v4

v5

h2 = h3 = 1

L
′

v
′

2

v
′

3

h2 = 1

h2 = 1

1

1 0

1
0 0

0

0

1

1

1

Figure 4.24: Realizable Lyapunov graph in S2 � S1 with cycle.
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Mv1

Mv2

Mv3

Mv4

M
v
′

2

M
v
′

3

Mv5

R

Figure 4.25: Isolating blocks associated to L0.

is a manifold as shown in Figure 4.26.

Figure 4.26: The flow enters through the external boundary component and exits through
the internal boundary component.

Now we glue both components of the boundary in such way as to obtain S2 � S1.

Example 4.4. In this example assume thatL satisfies the conditions inTheorem 4.4, � D 0
and also with a vertex satisfying 4.6, as shown in Figure 4.27.

Since OL and eL satisfy the conditions of Theorem 4.3, one can build an isolating block
for each vertex of the graph as shown in Figure 4.28.

Furthermore, one can use this isolating block to define a Morse–Smale flow on S3 in
the such way that S3 nMev and S3 nM Ov are homeomorphic to a 3-ball. Finally, by gluing
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v1

v2

v3

v4

v5

v6

v7

h0 = h1 = 1

h0 = 1

h1 = h2 = 1

1 0

0

0

h1 = h2 = 1

0
1

v1 h0 = h1 = 1

v2
h0 = 1

1 0

v3 h1 = h2 = 1

0

v̂ h3 = 1

0

0

v4 h1 = h2 = 1

0

ṽ h0 = 1

v5

h1 = h2 = 1

h1 = h2 = 1

h3 = 1

h2 = h3 = 1

h2 = h3 = 1v7
v6

h3 = 1

L
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˜
L

Figure 4.27: Graph without oriented cycles and with a special vertex realizable in S2 �S1

Mv1
Mv3

Mv7

Mv̂

Mv2

Mv6M
ṽ

Mv5

Figure 4.28: Isolating block realizing OL and eL.
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both 3-balls with the isolating block shown in Figure 4.18, one obtains a Morse–Smale
flow on S2 � S1.

4.3 Realizing Admissible Lyapunov graphs in higher di-
mensions

The realizability problem for an abstract Lyapunov graph L, in dimension n, is far too
general. Thus, we address questions on Morsification. Does L admit a Morsification?
This was answered in the previous two chapters. Is the Morsification of L realizable? To
answer this question is our goal in this section.

Recall that in Chapter 2 we defined admissible graphs as abstract Lyapunov graphs
L.h0, …,hn; �/ that satisfy the Poincaré–Hopf inequalities (2.4)–(2.6) at each vertex.
These graphs have the property that they are morsifiable as was proved in Chapter 3.

Recall also, that by definition, Betti number vectors whose components fBC
j gn�1

j D0 and
fB�

j gn�1
j D0 are integers satisfy the duality condition, that is, BC

j D BC
n�1�j and B�

j D

B�
n�1�j for all j D 0 : : : n � 1. If n D 2i C 1, let BC

i D B�
i D 0 mod 2. Moreover

admissibility implies that the integers fhj gn�1
j D1 satisfy the Poincaré–Hopf inequalities.

In order to simplify the amount of information with which an admissible Lyapunov
graph is labelled, the following convention is adopted:

• each vertex v is labelled with a list of nonnegative integers

.h0.v/ D k0; : : : ; hn.v/ D kn; �.v//;

where �.v/ is the cycle number of the vertex and any zero entry in this list is omitted;

• because of duality each edge is labelled with a Betti number vector that can be
represented up to mid-dimension: .ˇ1; : : : ; ˇb n�1

2 c/ where we omit ˇ0 D 1 since
this is always the case.

See Figure 4.29.
We now state a realizability theorem for n D 2i C 1.

Theorem 4.5. LetL be an admissible Lyapunov semigraph in dimension n D 2iC1 with
eC and e� incoming and outgoing edges. Then there exists an n-dimensional connected
manifoldM with boundary @M D NC [N�, NC \N� D ;, and a Morse–Smale flow
without periodic orbit onM such that

1. eC is the number of connected components of NC, the entering boundary of the
flow, and e� is the number of connected components of N�, the exiting boundary
of the flow;

2. if ˇC
j (respectively ˇ�

j ) denotes the j -th Betti number of NC (respectively N�),
then

ˇC
j D BC

j ; ˇ
�
j D B�

j ; for all j D 0 : : : .n � 1/I
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Figure 4.29: Example: Abstract Lyapunov Graph in dimension 7

3. for all j D 1 : : : .n � 1/, the rank of the homology Conley index is preserved, that
is,

rankHj .M;N
�/ D hj :

In this section, we layout themain steps of the proof ofTheorem 4.5 and refer the reader
to Bertolim, de Rezende, and Manzoli Neto (2007), Bertolim, de Rezende, Manzoli Neto,
andVago (2006), Bertolim, de Rezende, andVago (2006), and Cruz and de Rezende (1999)
for greater details as well as more general theorems.

The first natural question is to consider whether admissible Lyapunov graphs are real-
izable as gradient-like flows on compact manifolds with or without boundary. The answer
to this question depends on the dynamical data and the ambient dimension of the manifold.
For instance, for abstract Lyapunov graphs in dimension n � 0 mod 4where ˇ-i vertices
are present, there are examples that are non-realizable, see Figure 4.30.

s

s

s

h0 D 1

h6 D 1

h12 D 1

Figure 4.30: Admissible non-realizable abstract Lyapunov graph in dimension n D 12.
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Secondly, if the graph is realizable, we would like to know in howmany different ways
can this realizability be achieved, since an admissible Lyapunov graph can be morsified
in many ways, see Bertolim, Mello, and de Rezende (2003a) and Bertolim, Mello, and de
Rezende (2005a). It is natural to start our study of realizability with admissible Lyapunov
graphs of Morse type, since these constitute the most elementary class.

As in Cruz and de Rezende (1999), we need to enrich the labelling of an admissible
Lyapunov graph of Morse type L.h0; : : : ; hn; �/ by a null-trivial-dual-labelling, in short,
an ntd-labelling. An ntd-labelling is the pairing up of all vertices (except two, one h0 and
one hn vertex) in an admissible graph by using the types:

1. �-dual: fhn�1 D 1 of type .n � 1/-d; h1 D 1 of type 0-cg.

2. dual: fhj D 1 of type j -d; hn�j D 1 of type .n� j � 1/-cg, for j D 1; : : : ; n� 2.

3. null: fhj D 1 of type j -d; hj C1 D 1 of type j -cg, for j D 1; : : : ; n � 2.

4. trivial: fh1 D 1 of type 0-c; h0g (first type) and fhn�1 D 1 of type .n � 1/-d; hng
(second type).

5. ˇ-invariant: fhi D 1 for n D 2i and 2i D 0 mod 4g

This labelling is related to the types of gluing maps used in the attachment of handles
to construct the isolating block as shall be seen subsequently. All hj vertices can be paired
up in this way when n is odd. Whenever n is even, say n D 2i , recall that hi may be of
type .i � 1/-c, i -d or ˇ-i. The vertex hi can only be labelled with ˇ-i if 2i D 0 mod 4. It
may occur that two hi ’s labelled with ˇ-i singularities may form a dual pair. In order to
simplify nomenclature, we still refer to this as ntd-labellings although in the case n D 2i
with 2i D 0 mod 4, there may be ˇ-i vertices.

Our objective in this section is to layout a synopsis of a scheme devised in Bertolim,
de Rezende, andManzoli Neto (2007) and Bertolim, de Rezende, Manzoli Neto, and Vago
(2006) for the construction of compact n-manifolds that realize admissible Lyapunov sem-
igraphs of Morse–Smale type. Since the dynamics of Morse–Smale singularities and pe-
riodic orbits in dimension n is basal, one starts by considering admissible Lyapunov sem-
igraphs with a single vertex of Morse–Smale type and investigate its realizability as a
gradient-like flow on an isolating block. We refer the reader to the original papers for
more detailed proofs.

This is done in the following sections, first for Morse singularities and secondly for
hyperbolic periodic orbits.

4.3.1 Constructing Isolating Blocks of Morse type
One begins with the elemental question: the realization of semigraphs Lv where v is
labelled as a Morse singularity of index k, i.e., hk D 1. By constructing n dimensional
isolating blocks for Morse singularities, which comprise the most elementary building
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blocks, we are ready to tackle the global realization of admissible Lyapunov graphs as
gradient-like flows on closed manifolds.

An admissible Lyapunov graph of Morse type is an abstract Lyapunov graph that sat-
isfies the following:

1. every vertex v is labelled with hk D 1 for some k D 0; : : : ; n.

2. the number of incoming edges, eC, and outgoing edges, e�, incident to v must
satisfy:

(a) e� D 0 and eC D 1 if h0 D 1; eC D 0 and e� D 1 if hn D 1.
(b) eC D e� D 1 if hk D 1 and 1 < k < n � 1;
(c) eC D 1 and 0 < e� 6 2 if h1 D 1; e� D 1 and 0 < eC 6 2 if hn�1 D 1;

3. every vertex labelled with h` D 1 must be of type `-d or .`� 1/-c. Furthermore, if
n D 2k, .2k D 0 mod 4) and hk D 1, then v may be labelled with ˇ-i.

Therefore, an abstract Lyapunov graph of Morse type in dimension n must satisfy the
following local conditions depicted in Figure 4.31.

h1 = 1

hn−1 = 1 hn−1 = 1

h1 = 1

Index-(n-1) saddles

Index-1 saddles

hn = 1

h0 = 1

Source

hℓ = 1

Sink

j = 2, . . . , n− 2

Index-ℓ saddles

Figure 4.31: Morse type semigraphs have vertices with degree 6 3

We have a finer control on the effect that Morse singularities of index ` have on the
Betti numbers of the boundary of its isolating block by taking into account the additional
information whether it is ` � d or .` � 1/ � c. See Figure 4.32.



176 4. Building flows with Isolating Blocks

ℓ− d

hℓ = 1

βℓ(N
+) = β + 1

βℓ(N
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(ℓ− 1)− c

hℓ = 1

βℓ−1(N
+) = β − 1

βℓ−1(N
−) = β

0− c

h1 = 1
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hn−1 = 1

(n−2)− c

hn−1 = 1

1− d

h1 = 1

Index-(n-1) saddles

Index-1 saddles

β0(N
−) = β

β0(N
+) = β − 1

β1(N
−) = β

β1(N
+) = β + 1

βn−1(N
−) = β

βn−1(N
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−) = β

βn−2(N
+) = β − 1

Figure 4.32: Effect on the Betti numbers ofNC andN� for saddles of index 1 6 ` 6 n�1.

β

hil = 1

i− d

hi = 1

βi(N
+) = β + 2

βi(N
−) = β

Middle dimension saddles

invariant

n = 2i n = 2i + 1

i− c

hi+1 = 1

βi(N
+) = β − 2

βi(N
−) = β

Figure 4.33: Morse type semigraphs in dimensions n D 2i D 0.mod 4/ and n D 2i C 1
for saddles of index i .
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We now turn our attention to the construction of an isolating block .N;NC; N�/ for
a flow whose maximal invariant set in N is a Morse singularity of index equal to the one
indicated on the vertex v of Lv as in Figure 4.32 and Figure 4.33. Moreover, the Betti
numbers of the incoming and outgoing boundary components, NC and N� respectively,
of the flow on N , match the Betti number vectors on the incoming and outgoing edges
incident to v. One says that the flow on N is a realization of an admissible Lyapunov
graph of Morse type, Lv .

In order to realize the effects on the Betti numbers on the edges of the Morse type
semigraphs in Figure 4.32 and Figure 4.33, it suffices to describe four types of standard
gluings of handles. Namely, the trivial gluing, the null gluing the dual gluing and the
invariant gluing. We describe them briefly and refer the reader to Bertolim, de Rezende,
Manzoli Neto, and Vago (2006) for details.

The following notation is adopted: an n-dimensional handle of index q is denoted by
Hq . See Chapter 2. The n-dimensional manifold obtained after the gluing of a handle
in step i is denoted by Mi and its modified boundary by Ni . The changes produced by
the gluings are described in terms of the connected sum along the boundary, denoted by \
whereas ] denotes the usual connected sum.

LetM0 be an n-dimensional manifold and N0 its boundary.

1. A trivial gluing of a handle of index q, Hq , to a disc Dn D Dq � Dn�q D B0

creates a q-handlebodyHq .
Glue the q-handleHq to the upper hemisphere of the boundary of B0 to obtain the
q-handlebodyHq defined by

Hq D .Dq �Dn�q/„ ƒ‚ …
B0

[Sq�1�Dn�q .Dq �Dn�q/„ ƒ‚ …
Hq

D Sq �Dn�q

The attachment of the handle modifiesM0 toM1:

M1
def
D M0 [Sq�1�Dn�q Hq

D M0 \ Hq

The boundary N0 is modified to N1:

N1
def
D N0 n .Sq�1 � int.Dn�q//„ ƒ‚ …

interior of the attaching region of Hq

[Sq�1�Sn�q�1 .Dq � Sn�q�1/„ ƒ‚ …
belt region of Hq

D N0 ] @Hq D N0 ] .S
q � Sn�q�1/

The effect of the trivial gluing on the Betti numbers of the boundary is that only the
q-th Betti number ˇq and its dual ˇn�q�1 have changed by being increased by 1.
For this reason, the trivial gluing ofHq is of type q-d.
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2. A null gluing of two handles of consecutive indices, Hq and HqC1 consists of two
steps. One gluesHq trivially on a diskDn�1 of the boundary N0.

�
M1 D M0 \ Hq

N1 D N0 ] @Hq D N0 ] .S
q � Sn�q�1/

Now, glue HqC1 to Hq in order to obtain an n-dimensional disk. Note that during
this process the lower hemisphere of B0 of the previous step is never modified.
Hence,M2 is obtained:

M2
def
D M1 [(null)

Sq�Dn�q�1 HqC1 D

D M0 \ .Hq [(null)

Sq�Dn�q�1 HqC1/„ ƒ‚ …
Dn

D

D M0 \ D
n D M0:

On the other hand,
N2 D N0 ] @D

n D N0:

The effect of a null gluing on the Betti numbers of the boundary is globally null.
After the trivial gluing ofHq of type q-d, only the q-th Betti number ˇq and its dual
ˇn�q�1 have changed by being increased by 1. After the gluing of HqC1 of type
q-c the same Betti numbers ˇq and ˇn�q�1 decreases by 1.

3. A dual gluing of two handles of complementary indicesHq andH.n�q/ is obtained
in two steps. First glueHq toM0 via a trivial gluing so as to obtain a q-handlebody
Hq . One obtains:

�
M1 D M0 \ Hq

N1 D N0 ] @Hq D N0 ] .S
q � Sn�q�1/

Next, attach the .n� q/-handleHn�q by identifying its attaching region Sn�q�1 �
Dq to the belt region ofHq :

@Hq \N1 D @Hq n .Sq�1 � int.Dn�q// D Dq � Sn�q�1 D Sn�q�1 �Dq

The resulting manifold is

M2 D M0 ] Sq � Sn�q

and its boundary is
N2 D N0:

the effect of the dual gluing on the Betti numbers of the boundary is globally null.
After the first step, only the q-th Betti numbers ˇq and its dual ˇn�q�1 have changed
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by being increased by 1 (trivial gluing of Hq of type q-d). After the second step,
the gluing of Hn�q decreases by 1 the same Betti numbers ˇq and ˇn�q�1 (gluing
ofHn�q of type (n � q � 1)-c).

4. An invariant gluing occurs only for the attaching of a 2k handle, H2k , on a 4k-
manifold where there is a possibility of gluing the corresponding handle in an in-
variant way, that is, in such a way that the Betti numbers of the boundary after such
a gluing are the same as those of the boundary before the gluing. We say these
handles H2k are of type ˇ-i. Invariant gluings occur in the construction of projec-
tive spaces CP 2k , HP 2k and OP 2k and in all these cases the middle dimensional
handle is necessarily of type ˇ-i. The following orientable projective spaces are the
only ones that admit a minimal 3 handle decomposition: CP 2, HP 2 or OP 2.
LetP 2k be a projective space. LetM0 be a 2k submanifold with boundaryN0. Take
the interior of a 2k-dimensional ball B0 out ofM0 so that the upper hemisphere of
@B0 is aD2k�1 in N0. Glue to B0 a k-handle in order to obtain the complement of
a ball in P 2k , that is, P 2k nBn. By identifying the boundary of this manifold to that
of B0 inM0, we have made the following connected sum:

M1 D M0 ] P 2k

whose boundary is N1 D N0. 2

In order to obtain the isolating block which realizes the admissible Lyapunov semi-
graph L, there are many choices in the numbers of hc

j ’s and h
d
j ’s obtained by the circula-

tion in the network flows. See Chapter 2.
In Bertolim, de Rezende, and Vago (2006) a useful decomposition theorem which

reflects the combinatorics of a vertex of L is obtained. Its first step is to determine the
singularities needed to make the homological gaps recorded on the eC incoming and e�

outgoing edges of v, vanish. Of course, these gaps are measured by the differences f.BC
j �

B�
j /g

n�1
j D0 such that .BC

j � B�
j / D .BC

n�1�j � B�
n�1�j / for all j D 0 : : : n � 1, and

.BC
i � B�

i D 0/ mod 2 if n D 2i C 1.
Moreover, the goal is to achieve the construction of an n-dimensional manifold M

with the minimal number of singularities, with boundary @M D NC [ N� such that
NC \N� D ; and eC is the number of connected components of NC, e� is the number
of connected components ofN� and .BC

j �B�
j / is the difference of the j -th Betti numbers

of the boundary components.
One has the following theorem whose proof can be found in Bertolim, de Rezende,

and Vago (ibid.).

Theorem 4.6. Let eC and e� be positive integers. Let f.BC
j �B�

j /g
n�1
j D0 be integers such

that .BC
j � B�

j / D .BC
n�1�j � B�

n�1�j / for all j D 0 : : : n � 1. If n D 2i C 1, let
2For n D 12 or n D 4k with k > 5 no invariant gluing with the decomposition of the form .h0; h2k ; hn/

is possible. Although invariant handles may still exist for middle dimensional handles whenever n D 4k but in
larger decompositions. See Eells and Kuiper (1962).
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.BC
i � B�

i D 0/ mod 2. Then any flow on any n-dimensional manifold M satisfying the
given homological boundary conditions must have at least hmin singularities, where

hmin D

8
<̂

:̂
eC C e� � 2C

Pi�1
j D1 j BC

j � B�
j ; j C

ˇ̌
ˇ̌
ˇ
BC

i � B�
i

2

ˇ̌
ˇ̌
ˇ if n D 2i C 1I

eC C e� � 2C
Pi

j D1 j BC
j � B�

j ; j if n D 2i:

Moreover, such hmin singularities are of the following indices and types. Let hd
j denote

the number of singularities of index j and type j -d, and let hc
j denote the number of

singularities of index j and type .j � 1/-c.

� We have hc
1 D .e� � 1/ and hd

n�1 D .eC � 1/.

� For j D 1 : : : b n
2
c � .n mod 2/, let kj be any integer in 0 : : : j BC

j � B�
j j:

if BC
j > B�

j then we have hd
j D kj and hd

n�j �1 D .j BC
j � B�

j j �kj /, else we
have hc

j C1 D kj and hc
n�j D .j BC

j � B�
j j �kj /.

� If n D 2i C 1, then either BC
i > B�

i and we have hd
i D

jB
C

i
�B�

i
j

2
, or BC

i < B�
i

and we have hc
iC1 D

jB
C

i
�B�

i
j

2
.

In other words, this theorem proves that the loose information on the boundary suffices
to determine a minimal number of singularities that must be present in any realization, as
well as their indices and types (connecting and disconnecting). This of course, is not unique
as the following example in Bertolim, de Rezende, Manzoli Neto, and Vago (2006) shows.

Example 4.5. Consider an abstract Lyapunov semigraph with the vertex labelling unspec-
ified as in Figure 4.34. One can ask what are the minimal number of singularities and their
types present in a Morsification. Theorem 4.6 provides this lower bound in terms of the
boundary data with which the edges are labelled.

For the boundary data given in Figure 4.34, Theorem 4.6 implies that hmin D 6 and
three vectors realizing it are:
8
<̂

:̂

h
.0/
min D .2; 1; 2; 1/ corresponding to fhc

1 D 2; hd
2 D 1; hd

3 D 2; hd
4 D 1g

h
.1/
min D .3; 1; 1; 1/ corresponding to fhc

1 D 2; hd
1 D 1; hd

2 D 1; hd
3 D 1; hd

4 D 1g

h
.2/
min D .4; 1; 0; 1/ corresponding to fhc

1 D 2; hd
1 D 2; hd

2 D 1; hd
4 D 1g:

Of course, once the numerical homology Conley indices are given, as in Figure 4.35,
there are less choices for hmin. Namely, h.0/

min D .2; 1; 2; 1/ and h.1/
min D .3; 1; 1; 1/.

The following theorem, which can be found in Bertolim, de Rezende, Manzoli Neto,
and Vago (ibid.), provides a decomposition of the handles that build up an isolating block
in terms of their gluings. By no means is this decomposition unique but it guarantees a
realization of an abstract Lyapunov semigraph.
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Figure 4.34: A vertex with unspecified numerical homology Conley indices
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Figure 4.35: An abstract Lyapunov semigraph n D 5.
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Theorem 4.7. Let v be a vertex of an abstract Lyapunov semigraph L. Let h D .h1; : : : ;
hn�1/ denote the label on the vertex. Then h satisfies the Poincaré–Hopf inequalities if
and only if it can be decomposed as

h D hmin C hconsecutive C hdual C hinvariant

where

hmin is one of the labels associated with hmin and the boundary conditions (Theo-
rem 4.6);

hconsecutive is a vector corresponding to a collection of couples .Hj ;Hj C1/ with adja-
cent indices (necessarily of types .j -d, j -c//;

hdual is a vector corresponding to a collection of couples .Hj ;Hn�j /with dual indices,
either of types ..j � 1/-c, .n � j /-d/ or of types .j -d, .n � j � 1/-c/;

hinvariant is a vector which may be nonzero only in dimension n D 4k, corresponding
to a collection of middle dimensionH2k’s of type ˇ-i.

Proof. By Theorem 4.6, among the vertices of any Morsification, there are hmin of them
which are labelled in such a way that their total effect on the Betti numbers is to make the
difference of the Betti numbers on the incoming and outgoing edges, vanish. Furthermore,
all the other vertices together have no total effect on the difference of the Betti numbers.
Either they are ˇ-invariant (and this is possible only for the middle index j D 2k in
dimension n D 4k). Or they pair up according to the rule .Hd

j ;H
c
j C1/, which are taken

into account in hconsecutive, or according to the rules .H c
j ;H

d
n�j / and .H

d
j ;H

c
n�j /, which

are taken into account in hdual.

Consider the following Morsification from Bertolim, de Rezende, Manzoli Neto, and
Vago (2006) in dimension n D 5 of the semigraph in Figure 4.35, where it is understood
that for every edge we have ˇ0 D ˇ4 D 1 and ˇ3 D ˇ1. In this case eC D 2, e� D 3,
.BC

1 � B�
1 / D .1C 2/ � .0C 0C 1/ D 2, .BC

2 � B�
2 / D .0C 10/ � .2C 2C 4/ D 2

and h D .3; 2; 3; 2/. Figure 4.36 shows the h.0/
min D .2; 1; 2; 1/ decomposition of L.

Main Steps in the Construction of an Isolating Block

By using Theorem 4.7 one can start the construction of an isolating block that realizes L
by first realizing hmin. The reader is referred to Bertolim, de Rezende, Manzoli Neto, and
Vago (ibid.) for a detailed proof.

One starts off by constructing an auxiliary manifold X possessing only incoming
boundary components @CX which can be described in terms of connected sums of .n�1/-
dimensional generalized tori and whose Betti numbers are the ones we need to define @�Y
by @�Y WD @CX .

Next, one glues the handles of hmin to a collar of @�Y . Start by gluing e� � 1 handles
of index 1 and type 0-c which connects the components of @�Y . Then, for each one of
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Figure 4.36: The h.0/
min D .2; 1; 2; 1/Morsification of L.
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the remaining handles, if it is of type j -d and j < n � 1, glue it in a trivial way, with
the effect of performing a connected sum with a j -handlebody. If it is of index .j C 1/
and type j -c, by construction it can be paired up with a ghost handleHj of type j -d and
will be attached in such a way that the two of them are glued in a null way. Ghost handles
appears only in the auxiliary manifold and not in the isolating block Y itself. We are left
with eC � 1 handles of index .n� 1/ of type .n � 1/-d, which disconnects the connected
sum of generalized tori. One obtains a manifold Y whose entry and exit boundaries have
the needed Betti numbers.

8
<
:
]i

j D1 ]
B

C

j Sj � Sn�j �1 ; if n D 2i I

.]i�1
j D1 ]

B
C

j Sj � Sn�j �1/] .]
B

C
j
2 Si � Sn�i�1/ ; if n D 2i C 1I

Two remarks are in order. Our choice of realization of hmin is done using a block
which can be embedded in the sphere. However, this is arbitrary and one could have
chosen, using an analogous construction, blocks which can be embedded in connected
sums of generalized tori, for example.

We draw attention to the fact that since the attaching regions can all be chosen disjoint,
the rank of the homology Conley index is preserved at this stage, see Conley (1978), that
is,

rankCHj .Y; @
�Y / D number of handles of index j appearing in hmin:

If one wishes to control the homology Conley index of the isolating block itself then
the realization of hconsecutive, hdual and hinvariant whenever the case, must be done carefully.

For instance, the attachment of consecutive handles as null pairs does not contribute
to the homology Conley index of the isolating block since they can be removed without
altering the topology.

However, gluings of consecutive handle .Hj ;Hj C1/ described subsequently has the
effect of increasing the ranks of the homology Conley indices in dimensions j and .j C1/
by 1, without any modification to the boundary components.

Let @�Y be the exit boundary of the block realizing hmin as in the previous para-
graph. Let cj be the number of consecutive couples of the form .Hj ;Hj C1/ appearing in
hconsecutive for j D 1 : : : n � 2. Define N0 as the connected sum:

N0 D @�Y ] .]cj Sj � Sn�j �1/

and think of it as the boundary of an auxiliary manifold X ] .]cj Hj / andHj denotes the
j -handlebody Sj �Dn�j obtained by gluing a ghost handle of index j and type j -d in a
trivial way to a ball. Take a collar of N0 and glue the handles of the class hmin to @�Y as
described previously. Now, for all handles .Hj ;Hj C1/ of the class hconsecutive, pair up the
one of index .j C 1/ and type j -c with a ghost handle OHj of one of theHj ’s and attach it
in such a way that the total gluing of . OHj ;Hj C1/ is null. Glue the remaining handle Hj

in a trivial way. The result of these gluings applied
P

j cj times is that the new boundary
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N1 is homeomorphic to N0 and hence no changes on the Betti numbers of the boundary
have occured.

Moreover, the ranks of the homology Conley indices have been increased by 1 in
dimensions j and .j C 1/, which can again be proved by considering disjoint attaching
regions or by studying long exact sequences. See Bertolim, de Rezende, Manzoli Neto,
and Vago (2006) for details.

The realization of the class hdual is straightforward and no extra condition on the Betti
numbers of the boundary is needed. Just consider for .Hq;Hn�q/ in hdual the dual gluing
so that the total effect on the Betti numbers of the boundary is globally null. Moreover,
each dual gluing .Hq;Hn�q/ applied to a blockM0 corresponds to taking the connected
sum of it with a generalized torus Sq � Sn�q . Therefore, the effect of each dual gluing
.Hq;Hn�q/ on the Conley index of the isolating block is nontrivial only at ranks q and .n�
q/, that is,

�
rankHq.M2; N0/ D rankHq.M0 ] Sq � Sn�q ; N0/ D rankHq.M0; N0/C 1
rankHn�q.M2; N0/ D rankHn�q.M0 ] Sq � Sn�q ; N0/ D rankHn�q.M0; N0/C 1

The realization we exhibit can be embedded in connected sums of generalized tori of
dimension n ]j .]

sj Sj � Sn�j / and have boundaries which are themselves connected
sums of generalized tori of dimension .n� 1/. This choice is motivated by the fact that it
is the simplest one in terms of the description of the needed gluings, but it is arbitrary. We
remark that this proof is easily adaptable to the case n D 2i ¤ 0 (mod 4) since there are
no ˇ-i vertices to deal with.

4.3.2 Constructing Isolating Blocks for Periodic Orbits
There is much interest in Morse–Smale flows, as well as nonsingular Morse–Smale flows
on closed n dimensional manifolds. Thus, semigraphs Lv where v is labelled with the
numerical Conley index of a hyperbolic periodic orbit hk D hkC1 D 1 is also investigated
in regard to realizability as a gradient-like flow on an isolating block for a periodic orbit
with corresponding index.

The following theorem due to Franks (1982) illustrates the Morsification of a periodic
orbit of a Morse–Smale flow. See Figure 4.37

Theorem 4.8. Suppose ' is a Morse–Smale flow on an orientable manifold M with a
periodic orbit 
 of index k in standard form. Then given a neighborhood U of 
 there
exists a Morse–Smale flowe' whose vector field agrees with that of ' outside U and which
has rest points p, q of indices k C 1 and k in U but no other chain recurrent points in
U . Fore', W u.p/ \W s.q/ consists of two trajectories with the same sign if 
 is twisted
and opposite signs if 
 is untwisted. Moreover, the unstable manifold for 
 is equal to
W u.p/ [W u.q/.

Inspired by this, it is shown in Cruz and de Rezende (1999) that a Lyapunov semigraph
with a vertex labelled with a periodic orbit of index k can be morsified 3 and that by

3The terminology used in Cruz and de Rezende (1999) is that of derivation from a Lyapunov semigraph
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h2(γ1) h1(γ1)

γ1

Figure 4.37: Interchanging a periodic orbit with a pair of rest points.

combining the possible connectivity types of two consecutive singularities, a singularity
of index k with connectivity type .k � 1/-c or k-d and a singularity of index k C 1 with
connectivity type k-c or kC1-d, avoiding the ˇ-invariant case, one produces the following
table:

singularity q of index k

singularity p of index k C 1 type k-d type .k � 1/-c
type .k C 1/-d .k C 1/-d; k-d .k C 1/-d; .k � 1/-c

type k-c k-c; k-d k-c; .k � 1/-c

Periodic orbits are classified by their connectivity types and denoted as indicated in
the following table:

periodic orbit connectivity type
Rk-disconnecting .k C 1/-d; k-d

Rk-disconnecting/connecting .k C 1/-d; .k � 1/-c
Rk-invariant k-c; k-d
Rk-connecting k-c; .k � 1/-c

In order to realize a semigraph of Morse–Smale type with a vertex labelled with a
periodic orbit as a gradient flow on an isolating block we analyze the possible effects on
the Betti numbers of NC once a round handle R of index k is attached to N�.

The realization procedure follows along the same line as theMorse case in the previous
section. One describes a set of basic gluing maps which induce maps in homology and
proceed with a long exact sequence analysis.

A brief scheme of the proof is as follows:

1. Determine the non trivial homology groups of the various regions of the round han-
dle R which is used in the analysis:

consisting of two vertices labelled with singularities of consecutive indices and in later work, the same notion is
expressed as graph continuation and was introduced in Bertolim, de Rezende, and Manzoli Neto (2007).
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� k k � 1 1 0
H�.@AR/ Z Z Z Z

H�.@BR/ 0 0 Z Z

H�.@A\BR/ Z Z Z Z

2. Use the Mayer–Vietoris sequence to compute the homology ofH�.N /:

� � � ! HiC1.N
�/ ! Hi .@A\BR/

�i
�! Hi .N /˚Hi .@AR/

�i
�! Hi .N

�/
ıi
�! Hi�1.@A\BR/ ! � � � (4.7)

3. With the knowledge ofH�.N / at hand, use the Mayer–Vietoris once again to com-
pute the homology of NC and prove the desired effect on the Betti numbers de-
scribed by the semigraph.

� � � ! HiC1.N
C/ ! Hi .@A\BR/

�i
�! Hi .N

�/˚Hi .@BR/

�i
�! Hi .N

C/
�i
��! Hi�1.@A\BR/ ! � � � (4.8)

We refer the reader to Cruz and de Rezende (1999) and Bertolim, de Rezende, and
Manzoli Neto (2007) for more details. In Bertolim, de Rezende, and Manzoli Neto (ibid.)
the construction of isolating blocks obtained by the attachments of n dimensional round
handles to collars of closed (n � 1)-manifolds are analyzed.

In what follows, several realizations of Lyapunov semigraphs for periodic orbits are
exibited and illustrated in the 3 dimensional case whenever possible.

Disconnecting Case

Rk

Morsification
βk

hk+1=1

hk=1 k -d

1+

βk 1+
,

,βk

βk 1 1+
+

βk 1+
, βk 1 1+

+

,βk βk 1+

βk 1+

βk 1+ ,

(k 1)-d+

Figure 4.38: k-d and .k C 1/-d, or k and .k C 1/-disconnecting.

By long exact sequence analysis of (4.7) and (4.8) one obtains

HkC1.N
C/ Š HkC1.N

�/˚ Z
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β1=4 β1=0

β1=2

Figure 4.39: Disconnecting isolating block N� D T 2
1 and NC D T 2

1 ] T 2
2 t S2.

Hk.N
C/ Š Hk.N

�/˚ Z

Hi .N
C/ Š Hi .N

�/; i ¤ k; k C 1; i < b
n � 1

2
c:

Thus the manifold NC D N�]
�
.Sk � Sn�k�1/].SkC1 � Sn�k�2/

�
: See Figure 4.38

and Figure 4.39.

Connecting–Disconnecting case - N� D Sn�k � Sk�1

Rk

Morsification hk+1=1

hk=1

,

,βk 1 βk 1+

,

(k 1)-d+

1- βk 1 1+
+

-

βk 1-

,βk 1 βk 1+-

,1- βk 1 1+
+βk 1-

(k 1)-c-
βk 1+1-βk 1-

Figure 4.40: .k � 1/-c and .k C 1/-d, or .k � 1/-connecting and .k C 1/-disconnecting.

This case cannot occur in dimension 3. However, note that Sn�k D .S1 �Dn�k�1/[
.D2 � Sn�k�2/. For any x 2 Sk�1 we have, Sn�k

x D .S1
x �Dn�k�1

x /[ .D2
x � Sn�k�2

x /.
So, Sk�1 � Sn�k D Sk�1 � Œ.S1 � Dn�k�1/ [ .D2 � Sn�k�2/�. Since @R D S1 �
Sk�1 �Dn�k�1 [ S1 �Dk � Sn�k�2 by attaching @R to Sk�1 � Sn�k we obtainN with
NC D .S1 �Dk/�Sn�k�2 [.D2 �Sk�1/�Sn�k�2 D SkC1 �Sn�k�2. See Figure 4.40.
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βk

βk

Rk

Morsification

βk

βk

βk

hk+1=1

hk=1

k -c

k -d

1+

Figure 4.41: Invariant effect.

R

β1=4

β1=4

Figure 4.42: Invariant isolating block N� D NC D ]2T 2 D T 2
1 ] T 2.

Invariant Case

The manifold NC in this case is diffeomorphic to Sk � Sn�k�1 and the isolating block N
is diffeomorphic to Sk � Sn�k�1 � Œ0; 1�. See Figure 4.41 and Figure 4.42.

Connecting case

Rk

Morsification hk+1=1

hk=1

,

,βk 1

,

k -c

1- βk 1

-

βk 1-

,βk 1-

(k 1)-c-
1-βk 1-

-

βk

βk

βk

,1- βk 1βk 1- -

Figure 4.43: .k � 1/-c and k-c, or .k � 1/-connecting and k-connecting.

This case can be realized by considering the reverse flow on the isolating block for the
disconnecting case. See Figure 4.43 and Figure 4.44.
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R

β1=8

β1=6
β1=4

Figure 4.44: Connecting isolating block N� D ]2T 2 t ]3T 2 and NC D ]4T 2.

In this chapter, we have constructed n-dimensional isolating blocks for hyperbolic
singularities and periodic orbits. We refer the reader to Bertolim, de Rezende, and Man-
zoli Neto (2007), Bertolim, de Rezende, Manzoli Neto, and Vago (2006), Bertolim, de
Rezende, and Vago (2006), and Cruz and de Rezende (1999) for further results on gluing
isolating blocks in accordance to a Lyapunov graph so as to obtain gradient-like flows on
closed n-dimensional manifolds.



5 Dynamical
Spectral

Sequence

In the last chapter, we dealt with realizations of Lyapunov graphs on compact n-manifolds,
n > 2. However, Lyapunov graphs are not complete topological invariants, that is, there
are flows associated to the same graph which are not topologically equivalent. The reason
for this is that the graph does not retain global information on the gradient-like part of the
flow, i.e. the connecting orbits between the connected components of the chain recurrent
set. Searching for information that enriches this theory, a dynamical investigation was
initiated using the connecting manifolds and the moduli spaces, which provide global
information about the flow, see Franks (1982), Salamon (1990), Weber (2006) and, in
more general settings, Franzosa (1989). In the case of a gradient flow of a Morse–Smale
function defined on a closed manifold, we can define an associated Morse chain complex,
which provides a homological description of the flow.

5.1 Introduction
This section aims to be a guide through the key ideas to be developed in this chapter,
namely the dynamical information to be retrieved from the algebra provided by a spectral
sequence associated to a filtered Morse chain complex. We show how dynamics and al-
gebra are connected walking the reader through the beauty of the main results without an
exposition to the technicalities that are unavoidable when dealing with spectral sequences.
In subsequent sections in this chapter we meet this challenge head on by confronting these
technicalities and the somewhat cumbersome notation needed to keep track of all the mod-
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ules and differentials in the spectral sequence and their dynamical counterpart represented
by the set of critical points and their connecting manifolds.

Given a gradient flow of a Morse–Smale function defined on a closed manifold, it
is well known that one can define an associated Morse chain complex generated by the
critical points and whose differential is determined by counting the number of flow lines
between pairs of critical points. Put in more rigorous terms, consider a negative gradient
flow ' of a Morse–Smale function f W M ! R on a closed Riemannian manifold M
and .C; @/ the Morse complex associated to f and M . C is the free module generated
over Z by the critical points of f graded by the Morse index, Ck D ZŒCritk.f /�, and the
boundary operator @ is defined on a generator p by

@k W Ck �! Ck�1

p 7�!
X

q2Critk�1.f /

n.p; qIf /q

where n.p; qIf / is the intersection number between p and q. Moreover, the homology
of the Morse chain complex coincides with the singular homology ofM .

Spectral sequences were first introduced by Leray in 1946 in the context of sheaves
cohomology. However, more general phenomena were discovered from those original
results, one of which is discussed in this chapter. Spectral sequences break down a com-
plicated Morse chain complex into smaller and more manageable complexes, allowing
us to compute the homology of the space in an iterative process which approximates the
homology ofM . The filtration of the chain complex plays an essential role in this simpli-
fication procedure as we show in later sections.

Spectral sequences are thus a powerful mathematical tool and have been used to un-
derstand complicated algebraic or geometric structures. Our goal is to understand how
they can be used to understand the dynamics of gradient-like flows and more specifically
detect special orbits that trigger, through homotopy, the death and birth of connections
due to cancellation of critical points. The deformation of a phase space can be caused by
external forces acting on it and a goal in dynamical systems is to measure the long term
effects in terms of the asymptotic behavior of the orbits in the flow.

A spectral sequence is a sequence of chain complexes .Er ; d r /, where Er is a bi-
graded module, the differential d r has bidegree .�r; r � 1/ and each chain complex is
the homology module of the preceding one. One way to visualize a spectral sequence is
as a book, where each page numbered by r has a grid of integer points with coordinates
.p; q/. The index p increases in the horizontal direction and q increases in the vertical di-
rection on the grid. Moreover, each point is labelled with a module Er

p;q . The differential
is represented as an arrow on the grid which points in the direction .�r; r � 1/. The total
degree k WD p C q runs diagonally and the differential d r decreases the total degree by
one. Finally, in order to turn a page one computes the homology of the grid.

The first page of the spectral sequence is .E0; d0/, where d0 has bidegree .0;�1/.
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�E0
0;3 �E0

1;3 �E0
2;3 �E0

3;3

�E0
0;2 �E0

1;2 �E0
2;2 �E0

3;2

�E0
0;1 �E0

1;1 �E0
2;1

d0

��

�E0
3;1

�E0
0;0 �E0

1;0 �E0
2;0 �E0

3;0

The second page of the spectral sequence is .E1; d1/, where d1 has bidegree .�1; 0/.

E1

�E1
0;3 �E1

1;3 �E1
2;3 �E1

3;3

�E1
0;2 �E1

1;2 �E1
2;2 �E1

3;2

�E1
0;1 �E1

1;1 �E1
2;1

d1
oo �E1

3;1

�E1
0;0 �E1

1;0 �E1
2;0 �E1

3;0

The third page of the spectral sequence is .E2; d2/, where d2 has bidegree .�2; 1/.
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�E2
0;3 �E2

1;3 �E2
2;3 �E2

3;3

�E2
0;2 �E2

1;2 �E2
2;2 �E2

3;2

�E2
0;1 �E2

1;1 �E2
2;1 �E2

3;1

d2

jj❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱

�E2
0;0 �E2

1;0 �E2
2;0 �E2

3;0

Many questions arise at this point. Does this process of turning pages converge? If so,
to what does it converge? These questions are answered in this chapter.

Let us turn our attention to the computation of the spectral sequence of a filteredMorse
chain complex. For didactical purposes, let us explore this through an example of a neg-
ative gradient flow of a Morse–Smale function on a torus, as in Figures 5.1 to 5.4. The
filtration F considered in the Morse chain complex is induced by the filtration illustrated
in Figure 5.1, where Fp n Fp�1 contains a unique singularity hpC1

k
.

h
1

0

h
2

0

h
3

0

h
4

1

h
5

1

h
8

1

h
9

1

h
10

2

h
11

2

h
12

2

F0

F1

F2

F3

F5

F6

F8

F9

F10

F11

E
0
:

E
1
:

[h1

0
] [h2

0
] [h3

0
] [h4

1
] [h5

1
] [h6

1
]

E
1

0
E

1

1
E

1

2
E

1

3
E

1

4
E

1

5

[h7

1
]

E
1

6

[h8

1
]

E
1

7

[h9

1
]

E
1

8

[h10

2
]

E
1

9

d
1

d
1

F4

F7

h
6

1

h
7

1

[h11

2
]

E
1

10

[h12

2
]

E
1

11

Figure 5.1: Algebraic-dynamical correspondence seen on E1
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Figure 5.3: Algebraic-dynamical correspondence seen on E3

Since Fp n Fp�1 contains a unique singularity of Morse index k, each page of the
spectral sequence may be reduced to a one dimensional grid. The reason for this is that
each vertical line on a grid E1 contains only one nonzero module, namely E1

p;q , where
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Figure 5.4: Algebraic-dynamical correspondence seen on E4

q D k � p. Moreover, there is no need for the q coordinate, i.e. E1
p;q D E1

p;k�p
D E1

p .
This example gives us a taste of the rich dynamical information that can be retrieved

from a spectral sequence analysis in the context of Morse–Smale functions on orientable
surfaces, and in fact in higher dimensions. On the left note that certain connecting orbits
between consecutive index singularities are highlighted in the flow. They correspond to
differentials of the spectral sequence which are isomorphisms. The algebraic cancellation
that occurs in ErC1 caused by a isomorphism d r affects the dynamical cancellations of
the consecutive index singularities.

Hence, for this family ff rg of Morse–Smale functions and their associated family
f'rg of negative gradient flows, the computation of the spectral sequence associated to
the Morse chain complex provides concrete dynamical information. More specifically,
as we ”turn the pages” of the spectral sequence, i.e., progressively consider the modules
Er , we observe that each algebraic cancellation that occurs between two modules Er ,
corresponds to a dynamic cancellation of a pair of critical points of f r . Moreover, as
r increases, the spectral sequence .Er ; d r / stabilizes and converges to the homology of
the Morse complex, which dynamically means that the final flow in this family is the
gradient of a perfect function on the surface M . The unfolding of the spectral sequence
and the algebraic cancellations provide a history of the birth and death of orbits in 'r due
to consecutive cancellations of critical points of f .

The investigation henceforth is focused on the spectral sequence .Er ; d r /; r > 0,
which is associated to a chain complex .C; @/ enriched with a filtration, with the aim of
studying the deformation of the flow in a continuation, see Bertolim, Lima, et al. (2016,
2017), Cornea, de Rezende, and da Silveira (2010), Franzosa, de Rezende, and da Sil-
veira (2014), Lima, Manzoli Neto, de Rezende, and da Silveira (2017), and de Rezende,
Mello, and da Silveira (2010). We present the Spectral Sequence Sweeping Algorithm,
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which computes, from the differential @, the generators of the modules Er and the dif-
ferentials d r of the spectral sequence .Er ; d r / associated to .C; @/. Although this result
has considerable algebraic value in itself, the main interest in this algebraic tool lies in
the exploration of its dynamical implications, as cancellation, bifurcation, and existence
of orbit paths results.

5.2 Spectral Sequences
In this section, we introduce spectral sequences, which are the main algebraic tool used
hereafter with the objective of proving the dynamical applications in this chapter and the
next. The references used herein are Davis and Kirk (2001) and Spanier (1989). A spectral
sequence is a sequence of chain complexes, where each chain complex is the homology
module of the preceding one. This sequence of modules approximates to an associated
limit module. Spectral sequences are powerful computational tools in topology, since
they extract more information from a chain complex then simply calculating its homology.
They also give more elegant proofs of important theoretical results such as the Hurewicz
theorem, for example.

Let R be a principal ideal domain.
Definition 5.1. A spectral sequence is a sequence of chain complexes .Er ; d r /, r > 0
such that:

• Er is an R-bigraded module, i.e. it is an indexed collection of R-modules Er
p;q for

all pairs of integers p and q.

• d r is a differential of bidegree .�r; r � 1/, i.e. it is a collection of homomorphisms
d r W Er

p;q ! Er
p�r;qCr�1 for all p and q such that d r ı d r D 0.

• For all r > 0, there exists an isomorphismH.Er / Š ErC1 where

Hp;q.E
r / D

ker d r W Er
p;q ! Er

p�r;qCr�1

im d r W Er
pCr;q�rC1 ! Er

p;q

is the homology module of Er .
An important point to keep in mind is that a bigrading decomposes the module Er

into pieces Er
p;q and then information about Er

p;q , for some pairs of p’s and q’s, gives us
information about ErC1

p;q for some other p’s and q’s, which are possibly not exactly the
same pairs of indices. For example, if Er

p;q D 0 for fixed p, q and r , then ErCs
p;q D 0 for

all s > 0.
For a fixed r , note that if one defines Er

k
D

M

pCqDk

Er
p;q , the differential d r induces

a homomorphism @r W Er
k

! Er
k�1

such that .Er
k
; @r

k
/ is a chain complex with the k-

th homology module equal to
M

pCqDk

Hp;q.E
r /. In Figure 5.5, we can see that each Er

k
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corresponds to a diagonal on the r-th page and all the differentials d r are represented by
arrows that start at a given diagonal and end at the diagonal immediately to its left.
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Figure 5.5: Er
k
corresponds to diagonals in the r-th page.

Themost usual way to work with a spectral sequence is using theorems which state that
there exists a spectral sequence where the modules E1 or E2 can be identified with some-
thing known and the limit term E1 D limr!1Er is related to something one wishes to
compute. In order to define the limit term of a spectral sequence, we define

Z0
p;q D ker.d0

p;q W E0
p;q ! E0

p;q�1/;

B0
p;q D im.d0

p;qC1 W E0
p;qC1 ! E0

p;q/:

Note that B0 � Z0 and E1 D Z0=B0. Now let

Z.E1/p;q D ker.d1
p;q W E1

p;q ! E1
p�1;q/;

B.E1/p;q D im.d1
pC1;q W E1

pC1;q ! E1
p;q/:

By the Noether isomorphism theorem, there exist bigraded submodules Z1 e B1 of
Z0 containing B0 such that Z.E1/p;q D Z1

p;q=B
0
p;q and B.E1/p;q D B1

p;q=B
0
p;q for all

p and q. It follows that
B0 � B1 � Z1 � Z0:

By an induction argument, we obtain the submodules:

B0 � B1 � : : : � Br � : : : � Zr � : : : � Z1 � Z0

for all r > 0, such that ErC1 D Zr=Br . Defining
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Z1 D \rZ
r ; B1 D [rB

r ;

the limit of the spectral sequence .Er ; d r / is the bigraded module

E1 D Z1=B1:

Note that the terms Er are successive approximations of the limit term.

Definition 5.2. A spectral sequence .Er ; d r / is convergent if, given p and q, there exists
r.p; q/ > 0 such that, for all r > r.p; q/, d r

p;q W Er
p;q ! Er

p�r;qCr�1 is trivial. If there
exists r.p; q/ > 0 such that Er

p;q Š E1
p;q , for all r > r.p; q/, the spectral sequence is

said to be strongly convergent.

An interesting class of examples of strongly convergent spectral sequences are the first-
quadrant spectral sequences, i.e. the spectral sequences with the property that there exists
an index r such that Er

p;q D 0 for p < 0 and q < 0. The r-th page of a first-quadrant
spectral sequence can be represented in the first quadrant of the plane, as in Figure 5.6.
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Figure 5.6: First-quadrant spectral sequence.

Note that for each k there exist a finite number of pairs p, q such thatE1
p;q is nontrivial

and k D p C q.

Definition 5.3. An increasing filtration or a filtration on an R-module C is a sequence of
submodules FpC , for all integers p, such that FpC � FpC1C . If C is a graded module,
that is, C D fCqg is a collection of R-modules indexed by integers, a filtration must be
compatible with the grading, that is, FpC D fFpCqg is a graded submodule of C for all
p.
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We work with filtrations which have some additional useful properties. A filtration
F on a R-module C is a convergent filtration if \p.FpC/ D 0 and [p.FpC/ D C . If
there exist integers p and p0 such that FpC D 0 and Fp0C D C , we say that F is a finite
filtration. A filtration F on a graded R-module C is bounded below if, given q, there
exists p.q/ such that Fp.q/Cq D 0.

It is obvious that every finite filtration on a graded R-module is convergent and also
bounded below.

Definition 5.4. 1. Given a filtration F on a R-module C , the associated graded mod-
ule G.C/ is

G.C/p D FpC=Fp�1C:

2. If C is a graded module, the associated module G.C/ is the bigraded module

G.C/p;q D
FpCpCq

Fp�1CpCq

:

If C is a graded module, the index p is called the filtered degree, q is the complemen-
tary degree and k WD p C q is the total degree.

We are usually more interested in the algebraic properties ofC than inG.C/ andG.C/
contains some, but not necessarily all, information about C . Even when the filtration is
finite, G.C/ may not determine C . However, for convergent filtrations, G.C/ is more
closely tied to C than for arbitrary filtrations. For example, if G.C/ D 0, then C D 0.
Moreover, if R is a field and C is a finite dimensional vector space, then each FiC is a
vector subspace and G.C/ and C have the same dimension. Hence G.C/ determines C
up to isomorphism in this case. Whenever the filtration is finite, this fact holds for more
general R if each G.C/n is free. Finally, if R D Z and G.C/p has no t -torsion for all p
and a given prime number t , then C has no t -torsion for all p.

Let F be a filtration on a chain complex C . Recall that F is compatible with the
grading and with the differential of C , that is, each FpC is a subcomplex fFpCqg of C .
See Figure 5.7.

In this case, F induces a filtration F onH�.C / defined by

FpH�.C / D imŒH�.FpC/ ! H�.C /�:

It is not difficult to prove that if a filtration F on C is convergent and bounded below,
then the induced filtration onH�.C / inherits these same properties, see Spanier (1989) for
more details. The next theorem gives sufficient conditions for the existence of a spectral
sequence associated to a filtered chain complex. In order to provide a more complete and
comprehensive text, we include here the proof given in Spanier (ibid.).

Theorem 5.1 (Existence of Spectral Sequences, Spanier). Let .C�; @�/ be a chain complex
and F be a filtration on C . If F is a convergent filtration bounded below on C , then there
exists a convergent spectral sequence .Er ; d r / associated to .C�; @�/ such that

E0
p;q D

FpCpCq

Fp�1CpCq

D G.C/p;q;
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· · · −→ Fp−1Ck−1 −→ FpCk−1 −→ Fp+1 Ck−1 −→ Fp+2 Ck−1 −→ · · ·

· · · −→ Fp−1Ck −→ FpCk −→ Fp+1 Ck −→ Fp+2 Ck −→ · · ·

· · · −→ Fp−1Ck+1 −→ FpCk+1 −→ Fp+1 Ck+1 −→ Fp+2 Ck+1 −→ · · ·
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Figure 5.7: Filtration compatible with the grading and with the differential of the chain
complex.

E1
p;q Š HpCq

�
FpCpCq

Fp�1CpCq

�
;

d1 corresponds to the boundary operator of the triple .FpC;Fp�1C;Fp�2C/ andE1 is
isomorphic to the associated bigraded module GH�.C /.

Proof. The proof is divided in 4 steps:

Step 1: Defining E D f.Er ; d r /gr>0.

Step 2: Calculating Er
p for r < 0, r D 0 and r D 1.

Step 3: Proving that E is a spectral sequence.

Step 4: Proving the convergence of E.

We now provide a sketch of the proof of each step.

Step 1: For each arbitrary r , define

Zr
p D fc 2 FpC j @c 2 Fp�rC g;

Zr
p;q D fc 2 FpCpCq j @c 2 Fp�rCpCq�1g;

Z1
p D fc 2 FpC j @c D 0g;

Z1
p;q D fc 2 FpCpCq j @c D 0g:

Hence, we have the following sequence of graded modules ordered by inclusion

: : : � @Z�1
p�1 � @Z0

p � @Z1
pC1 � : : : � @C \ FpC � Z1

p � : : :
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: : : � Z1
p � Z0

p D FpC:

Then, we can define for each r > 0

Er
p;q D

Zr
p;q

Zr�1
p�1;qC1 C @Zr�1

pCr�1;q�rC2

and

E1
p;q D

Z1
p;q

Z1
p�1;qC1 C @C \ FpCpCq

:

Note that the map @ sends an element in Zr
p to an element in Zr

p�r and an element in
Zr�1

p�1 C @Zr�1
pCr�1 to one in @Zr�1

p�1. Thus, @ induces a homomorphism d r W Er
p ! Er

p�r :

It follows that Er is a bigraded module and d r is a differential of bidegree (�r; r � 1)
in Er .

Step 2: By definition,

E0
p;q D

FpCpCq

Fp�1CpCq

D G.C/p;q

and d0 W FpCpCq=Fp�1CpCq ! FpCpCq�1=Fp�1CpCq�1 is the boundary operator of
the quotient complex FpC=Fp�1C .

Moreover,

E1
p;q D

Z1
p;q

Z0
p�1;qC1 C @Z0

p;qC1

:

Since
Z1

p;q

Z0
p�1;qC1

is the module of the .p C q/-cycles of FpC=Fp�1C and

Z0
p�1;qC1 C @Z0

p;qC1

Z0
p�1;qC1

is the module of the .p C q/-boundaries of FpC=Fp�1C , then

E1
p;q Š HpCq.FpC=Fp�1C/:

Step 3: In this step, we prove that .Er ; d r / is a spectral sequence. Note that

˚
c 2 Zr

p j @c 2 Zr�1
p�r�1 C @Zr�1

p�1

	

D
˚
c 2 Zr

p j @c 2 Fp�r�1C
	

C
˚
c 2 Zr

pj@c 2 @Zr�1
p�1

	

D ZrC1
p C

�
Zr�1

p�1 CZ1
p

�
D ZrC1

p CZr�1
p�1:

It follows that
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ker.d r W Er
p ! Er

p�r / D .ZrC1
p CZr�1

p�1/=.Z
r�1
p�1 C @Zr�1

pCr�1/;

im.d r W Er
pCr ! Er

p/ D .Zr�1
p�1 C @Zr

pCr /=.Z
r�1
p�1 C @Zr�1

pCr�1/:

By the Noether isomorphism theorem,

ker d r

im d r
D

.ZrC1
p CZr�1

p�1/

.Zr�1
p�1 C @Zr

pCr /

Š
ZrC1

p

ZrC1
p \ .Zr�1

p�1 C @Zr
pCr /

D
ZrC1

p

.Zr
p�1 C @Zr

pCr /
D ErC1

p :

Consequently,H�.E
r / Š ErC1.

Step 4: In this last step, we calculate the limit of the spectral sequence. By the Noether
isomorphism theorem,

Er
p D

ZrC1
p

.Zr�1
p�1 C @Zr�1

pCr�1/
Š

.ZrC1
p C Fp�1C/

.Fp�1C C @Zr�1
pCr�1/

:

Note that in the previous expression, while the numerator decreases, the denominator
increases whenever r increases. By definition, the limit is

\r .Z
rC1
p C Fp�1C/

[r .Fp�1C C @Zr�1
pCr�1/

D
.\rZ

rC1
p C Fp�1C/

.Fp�1C C [r@Z
r�1
pCr�1/

: (5.1)

Since [pFpC D C , then [r@Z
r�1
pCr�1 D @C \ FpC .

Fixing q, we have that \rZ
r
p;q D Z1

p;q , since the filtration is bounded below. Hence

.5:1/ D
.Z1

p C Fp�1C/

.Fp�1C C @C \ FpC/
D

Z1
p

.Z1
p�1 C @C \ FpC/

D E1
p :

In order to prove that the sequence converges, note that for each fixed pCq,Er
p;q D 0

when p is small enough, once the filtration is bounded below. Hence, for fixed p and q,
there exists r such that for all r 0 > r; d r 0

p;q W Er 0

p;q ! Er 0

p�r 0;qCr 0�1 is trivial, i.e. the
spectral sequence converges.

We complete the proof interpreting the limit E1 as GH�.C /. By definition,

GH�.C /p;q D
FpHpCq.C /

Fp�1HpCq.C /

where
FpHpCq.C / D imŒHpCq.FpC/ ! HpCq.C /�:
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Hence F�HpCq.C / D
Z1

p

@C \ FpC
and

FpH�.C /=Fp�1H�.C / D
.Z1

p =@C \ FpC/

.Z1
p�1=@C \ Fp�1C/

Š
Z1

p

.Z1
p�1 C @C \ FpC/

D E1
p

:

Example 5.1. Let .C; @/ be a finite chain complex. Consider in .C; @/ the increasing
filtration F D fFpg such that FpC n Fp�1C contains all p-chains of C , that is, FpC n
Fp�1C D Cp . Since F is a finite filtration, it follows from Theorem 5.1 that there exists
a spectral sequence associated to this filtered chain complex. Moreover, we have that

E0
p;0 D FpCp n Fp�1Cp D

M

x2Cp

Rhxi

and E0
p;q D 0, for any q ¤ 0. See Figure 5.8.
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Figure 5.8: E0.

Note that, since Er
p;q is nontrivial only when q D 0, then the only possibly nonzero

differential is d1. Consequently, E1
p Š E0

p and H.E1/ Š E2 Š E3 Š E4 Š : : :, see
Figure 5.9.

Whenever the chain complex is theMorse chain complex associated to aMorse–Smale
function on a closed manifold, which is introduced in the next section, the filtration con-
sidered in Example 5.1 is induced by a self-indexing filtration.

5.3 Morse Complex
Let M be a smooth closed n-dimensional manifold, g be a Riemannian metric and
f W M ! R be a Morse function on M . Let 'f be the gradient flow associated to
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Figure 5.9: E1 and E2.

�rgf .1 In this section we introduce the Morse chain complex associated to .f; g/, which
is a chain complex freely generated by the critical points of f , graded by the Morse index,
and whose homology is isomorphic to the singular homology ofM . For more details, we
refer to Banyaga and Hurtubise (2004), Bertolim, Lima, et al. (2016), Pajitnov (2008),
Salamon (1990) and Weber (2006).

Denote by Crit.f / the set of critical points of f and by Critk.f / the subset of critical
points of f of Morse index k. Recall that, sinceM is a closed manifold, then #Crit.f / <
1 and, for every point z 2 M , the ˛-limit ˛.z/ and !-limit !.z/ consist each of a single
critical point of f . Moreover, given x 2 Crit.f /, the stable and the unstable manifolds
of x, defined by

W s.x/ WD fz 2 M j !.z/ D xg;

W u.x/ WD fz 2 M j ˛.z/ D xg;

are submanifolds ofM without boundary. More specifically,W s.x/ is an embedded open
disk with dimension n � indf .x/ and W u.x/ is an embedded open disk with dimension
equal to indf .x/. Their tangent spaces at x are respectively the stable and unstable spaces
of the linearization of f at x and TxM D TxW

s.x/˚ TxW
u.x/.

We require that f is aMorse–Smale function, that is,�rgf satisfy theMorse–Smale
transversality condition, i.e. for every pair of critical points x and y, the unstable mani-
fold W u.x/ of x and the stable manifold W s.y/ of y intersect transversally. It is proved
in Smale (1961) that the transversality requirement holds for generic gradient vector fields
and Riemannian metrics onM . More specifically, �rgf can be C 1 approximated by a
smooth gradient vector field �rg0

f 0 satisfying the Morse–Smale condition, where f 0 is
a Morse function and the critical points of f and f 0 are C 0-close to each other.

Given x; y 2 Crit.f /, the connecting manifold of x and y is

Mxy WD W u.x/ \W s.y/

and the moduli space between x and y is Mx
y WD Mxy \ f �1.a/, where a is a regular

value between f .x/ and f .y/. Figure 5.10 shows examples of connecting manifolds and
moduli spaces for some critical points of a Morse–Smale function on a 2-manifold.

1In order to simplify notation, we write ' for 'f and �rf for �rgf whenever emphasis of f and g
need not be given.
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Figure 5.10: Connecting manifolds and moduli spaces.

The setsMxy andMx
y are closed submanifolds ofM . Moreover,

dim.Mxy/ D indf .x/ � indf .y/ and dim.Mx
y/ D indf .x/ � indf .y/ � 1:

In particular, if indf .x/� indf .y/ D 1 thenMx
y is a 0-dimensional submanifold ofM .

Moreover, it follows from Theorem 3.8 of Weber (2006) that Mxy is also a compact set.
Thus, #Mx

y 6 1.
Now we establish a technique to count flow lines between critical points of f with

consecutive indices. The first step in this direction is to choose orientations on the con-
necting manifolds and moduli spaces. Recall that the unstable and stable manifolds of
critical points of f are contractible and, hence, orientable. Thus, fix an orientation on
W u.x/ for every critical point x such that indf .x/ > 0. Given a pair x; y 2 Crit.f /, the
orientations of W u.x/ and W u.y/ induce orientations on the connecting manifold Mxy

and the moduli spaceMx
y . In fact, we present below a sketch of how to obtain the induced

orientation onMxy . Let VMxy
W s.y/ be the normal bundle ofW s.y/ restricted toMxy

and VyW
s.y/ be the fiber with the orientation given by the isomorphism

TyW
u.y/˚ TyW

s.y/ ' TyM ' VyW
s.y/˚ TyW

s.y/:

The orientation on VyW
s.y/ determines an orientation on the normal bundle VMxy

W s.y/
restricted to the submanifold Mxy . Then the orientation on Mxy is determined by the
isomorphism

TMxy
W u.x/ ' TMxy ˚ VMxy

W s.y/: (5.2)
If indf .y/ D 0 then VyW

s.y/ D 0 and, hence, TMxy
W u.x/ ' TMxy :The induced

orientation on the connecting manifold Mxy is denoted by ŒMxy �ind . More details can
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be found in Weber (ibid.), Proposition 3.1. Note that there are no restrictions on the ori-
entability of the manifoldM .

The next step is to use the orientation on the connecting manifolds to assign a num-
ber C1 or �1 to every connecting orbit between critical points of consecutive Morse in-
dices. Choose orientations for the unstable manifolds of all critical points with Morse
index greater than zero and denote this set of choices by Or . Given a pair x, y of critical
points such that indf .x/ � indf .y/ D 1, consider u 2 Mx

y . Denote by ŒO.u/�ind the
orientation induced by the orientation ofMxy on the orbit O.u/ of u. The characteristic
sign nu of the orbit O.u/ is given by

ŒO.u/�ind D nuŒ Pu�;

where Œ Pu� is the orientation on O.u/ induced by the negative gradient flow.
The intersection number of x and y is defined by

n.x; y/ D
X

u2Mx
y

nu:

Example 5.2. Consider the 2-manifold M , the Morse–Smale function f W M ! R,
and fixed orientations for the unstable manifolds as in Figure 5.11. The function f has 4
critical points: one source x, a saddle y, and two sinks z and z0.

x

z

z′

y

f

TxW
u(x)

2

1

Mxy

Myz′

Myz

Figure 5.11: Negative gradient flow of the height function inM .

In Figure 5.12 (left), we illustrate the induced orientations on the connectingmanifolds.
Since z and z0 have Morse index zero, the orientations ofMyz andMyz0 are induced by
the orientation of TyW

u.y/. Comparing with the orientation induced by the flow, we have
that n.y; z/ D nu2

D �1 and n.y; z0/ D nu1
D 1. The orientation ŒMxy �ind is obtained

through the isomorphism (5.2). Figure 5.12 (right) is a planar representation of the flow,
where the union at infinity of the rectangle with the point z0 representsM . In this figure,
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Figure 5.12: Planar representation of the flow and induced orientation.

the vector 20 is obtained from the orientation of W u.y/ (which is compatible with the
orientation of VyW

s.y/).
The vector 10 is chosen so that the orientation given by the basis f10; 20g is compatible

with the orientation ofW u.x/, that is, the orientation given by the basis f1; 2g. The vector
10 determines the orientation ŒMxy �ind . Hence, the orientation ŒMxy �ind coincides with
the orientation given by the flow inO.v1/ and it is opposite to the orientation given by the
flow in O.v2/, as shown in Figure 5.12. It follows that nv1

D C1, nv2
D �1 and, hence,

n.x; y/ D nv1
C nv2

D 0:

GivenM a smooth closed Riemannian manifold with a metric g and f W M ! R a
Morse–Smale function onM , choose a set of orientations Or for all unstable manifolds.
Let C D fCk.f /g be the Z-module generated by the critical points of f and graded by
their Morse index, i.e.

Ck.f / WD
M

x2Critk.f /

Zhxi;

if k > 0 and Ck.f / D 0, if k < 0. Let @k.x/ W Ck.f / �! Ck�1.f / the map defined on
a generator x of Ck.f / by

@khxi WD
X

y2Critk�1.f /

n.x; y/hyi; (5.3)

and extended to general chains by linearity.
The next theorem guarantees that .C�.f /; @�/ is a chain complex and its homology

coincides with the singular homology ofM . An elegant proof of this result can be found
in Salamon (1990), Theorem 3.1.
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Theorem 5.2. 1. @k�1 ı @k D 0,

2. Hk.M/ D
ker @k

im @kC1

.

The pair .C�.f /; @�/ is called a Morse chain complex associated to f , the metric g
and the set of orientations Or . Ck.f / is called the k-th Morse group and the operator
@� is called the Morse boundary operator or Morse differential. It is proved in Salamon
(ibid.) that the differential of a Morse complex is a particular case of a connection matrix
for the finest Morse decomposition with the flow defined order, where each Morse set is
a critical point of f . For more details on connection matrices, see Franzosa (1989) and
Reineck (1990, 1995).
Example 5.3. Returning to Example 5.2, we now present theMorse chain complex associ-
ated to f . TheMorse groups areC2.f / D Zhxi,C1.f / D Zhyi,C0.f / D Zhzi˚Zhz0i,
and Ck.f / D 0 for k 2 Z n f0; 1; 2g. Moreover, nu1

D 1, nu2
D �1, nv1

D C1, and
nv2

D �1, thus,

n.x; y/ D nv1
C nv2

D 0, n.y; z/ D nu2
D �1, n.y; z0/ D nu1

D 1.

The boundary operators @2 W C2.f / ! C1.f /, @1 W C1.f / ! C0.f /, and @0 W
C0.f / ! f0g are defined on the generators of C2.f /, C2.f / and C0.f /, respectively,
by:

@2hxi D 0, @1hyi D �hzi C hz0i, @0hzi D 0, @0hz0i D 0.

For all k 2 Z with k ¤ 0; 1; 2, @k is the null operator.
Denote by � D �.M; f;Or / the matrix of the Morse boundary operator obtained

considering an ordered basis of critical points of the Morse–Smale function f and the set
Or of orientations chosen on the unstable manifolds of all singularities with Morse index
greater than zero. The columns of the matrix � need not be ordered with respect to the
index. Figure 5.13 illustrates a possible structure for�with columns ordered with respect
to the index.

In the remainder of this section we present some interesting properties of�.M; f;Or /
in the setting whereM is a smooth closed surface. In this case, the nonzero entries of �
are in blocks �1 (or first block), which corresponds to connections from saddles to sinks,
and �2 (or second block), which corresponds to connections from sources to saddles.

The next proposition, which is proved in Bertolim, Lima, et al. (2016), asserts that
changes on the orientations of the unstable manifolds produce similar matrices where one
matrix can be obtained from the other through a change of basis by changing signs of some
rows and columns.
Proposition 5.1. Let M be a smooth closed surface, f W M ! R be a Morse–Smale
function on M and Or , O 0

r be two sets of orientations for all W u.x/, x 2 Crit.f / with
indf .x/ > 0. IfOr andO 0

r differ only by the orientations of the unstable manifolds of the
critical points h1; : : : ; h`, then�.M; f;O 0

r / is obtained from�.M; f;Or / by multiplying
by �1 the rows and columns corresponding to h1; : : : ; h`.
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Figure 5.13: Morse differential.

Moreover, an entry in the matrix�.M; f;Or / is nonzero if and only if it is nonzero in
�.M; f;O 0

r /, i.e., given a smooth closed surfaceM and a Morse–Smale function onM ,
all the matrices for the Morse boundary operator are equal modulo 2.

The following theorem proves that, when working on orientable surfaces, the Morse
differential takes on a very particular form.

Theorem 5.3. (Characterization of the Morse boundary operator on Orientable Sur-
faces) LetM be a smooth closed orientable surface and f W M ! R be a Morse–Smale
function onM . Then the entries of a Morse differential onM belong to the set f�1; 0; 1g.

Proof. Let x, y be a pair of critical points such that indf .x/� indf .y/ D 1. SinceM is
a surface, the dimension of the unstable and stable manifolds of every saddle is equal to 1,
thus there are at most two connecting orbits joining a source to a saddle or a saddle to a sink.
It follows that #Mx

y 6 2. If #Mx
y is equal to zero or 1, then clearly n.x; y/ 2 f�1; 0; 1g.

Assume that #Mx
y D 2, sayMx

y D fu; vg. If x is a saddle and y is a sink, the gradi-
ent flow induces the same orientation on the orbits O.u/ and O.v/. However, ŒMxy �ind

induces opposite orientations on O.u/ and O.v/. Hence, either nu D 1 and nv D �1 or
nu D �1 and nv D 1. It follows that n.x; y/ D 0. Finally, assume that x is a source and
y is a saddle and let f�1; �2g be an orientation for W u.x/. Since M is an orientable sur-
face, the ordered basis f�1.u/; �2.u/g and f�1.v/; �2.v/g are consistently oriented and the
basis of VuW

s.y/ and VvW
s.y/ are consistently oriented. By the isomorphism in (5.2),

the induced orientations ŒO.u/�ind and ŒO.v/�ind are opposite. Since the gradient flow
induces the same orientations Œ Pu� and Œ Pv� then, once again n.x; y/ D 0. See Figure 5.14.

The hypothesis of orientability in Theorem 5.3 is necessary. In fact, if M is the pro-
jective plane and f a perfect Morse–Smale function onM , the real intersection number
between the source and the saddle is ˙2.
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Figure 5.14: Determining characteristic sign for the source and saddle moduli spaces.

Corollary 5.1. Let M be a smooth orientable closed surface, f W M ! R be a Morse–
Smale function onM and � a matrix of the Morse boundary operator. If the orientations
for the unstable manifolds are chosen consistently of all sources, then we have the follow-
ing possibilities for the columns and rows of � corresponding to 1-chains:

(i) If column j is a column in�1, then either column j contains two nonzero elements,
namely 1 and �1, or all entries in column j are zero.

(ii) If row j is a row in�2, then either row j contains two nonzero elements, namely 1
and �1, or all entries in row j are zero.

Proof. Each saddle either connects to two sinks or it connects to one sink. ByTheorem 5.3,
each column of � corresponding to a 1-chain has either two nonzero entries, namely C1
and �1, or it is a column of zeros. Moreover, each row of � corresponding to a 1-chain
has either two nonzero entries, or it is a column of zeros. In the first case, the signs of the
nonzero entries are determined byOr . Sincewe are choosing the orientation of all unstable
manifolds to be consistent, the nonzero entries in each row or column have opposite signs.

By Proposition 5.1, for any other choice of orientation, the Morse differential matrix
is similar to � and obtained from � by multiplying a subset of rows and/or columns by
�1.

5.4 Spectral sequences associated to filtered Morse com-
plexes

In this section, we introduce the Spectral Sequence Sweeping Algorithm and prove that
it determines the generators of the modules Er

p and the differentials d r of the spectral
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sequence associated to a filteredMorse chain complex. Themain reference for this section
is Cornea, de Rezende, and da Silveira (2010).

LetM be a smooth closed n-dimensional manifold, f W M ! R be a Morse–Smale
function onM and .C�.f /; @�/ be a Morse chain complex associated to f . We are inter-
ested in a specific filtration on .C�.f /; @�/ induced by the negative gradient flow 'f of
f . Given a finest Morse decomposition fMpgp2P , P D f1; : : : ; mg; m D #Crit.f / such
that there are distinct critical values cp with f �1.cp/ � M.p/, we can define a filtration
onM by

fFp�1gm
pD1 D ff �1.�1; cp C �/gm

pD1:

Let F D fFpC g the induced filtration on .C�.f /; @�/. Since for each p 2 P there is only
one singularity in Fp n Fp�1, the filtration F is called a finest filtration. We denote the
only singularity in Fp nFp�1 by hpC1

k
, where k is the Morse index of the singularity. See

Figure 5.15.
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Figure 5.15: Finest filtration.

Let � be the matrix of the Morse boundary operator @ related to the ordered basis of
elementary chains fh1

k1
; h2

k2
; : : : ; hm

km
g and let �k be the submatrix of � whose columns

correspond to k-chains and the rows correspond to .k�1/-chains The singularity hpC1

k
in

Fp nFp�1 corresponds to column .pC 1/ of�. Note that the numbering on the columns
are shifted by one with respect to the subindex p of the filtration Fp .

The r-th diagonal2 of� has entries�pC1�r;pC1 which represent the intersection num-
bers between the singularities MpC1 and MpC1�r for p 2 fr; : : : ; m � 1g. Clearly, if
column .p C 1/ intersects the submatrix �k , thenMpC1 is a singularity hpC1

k
of Morse

2By r-th diagonal one means the collection of entries �i;j of � such that j � i D r .



5.4. Spectral sequences associated to filtered Morse complexes 213

index k and MpC1�r is a singularity hp�rC1

k�1
of Morse index k � 1. These singularities

are in filtration Fp n Fp�1 and Fp�r n Fp�r�1, respectively. In this case, we say that the
pair .hpC1

k
; h

p�rC1

k�1
/ has gap r .

We use the notation of theMorse boundary operator @ and its matrix� interchangeably.
It is easy to see that F is a convergent and bounded below filtration in the chain com-

plex .C�; @�/. In fact, F is finite, that is, F�1C D 0 and FpC D C for some p. Hence,
the induced filtration on H�.C / is also convergent and bounded below. Moreover, by
Theorem 5.1, there exists a convergent spectral sequence with

E0
p;q D FpCpCq=Fp�1CpCq D G.C/p;q

E1
p;q Š H.pCq/.FpCpCq=Fp�1CpCq/

and E1 is isomorphic to the module GH�.C /.
The algebraic formulas for the modules are

Er
p;q D Zr

p;q=.Z
r�1
p�1;qC1 C @Zr�1

pCr�1;q�rC2/

where,
Zr

p;q D fc 2 FpCpCq j @c 2 Fp�rCpCq�1g:

Since the filtration considered is a finest filtration, where eachMorse set is a singularity
of index k, the only q such that Er

p;q is nonzero is q D k � p. Hence, we omit reference
to q, i.e. Er

p is in fact Er
p;k�p

.
Note that themoduleZr

p consists of all chains inFpC whose boundaries are inFp�rC .
The chains in FpC are the chains associated to the columns of � on and to the left of col-
umn .pC 1/ and any linear combination of these columns. Moreover, since the boundary
of the chains must be in Fp�rC , they correspond to columns or linear combinations of
them with the property that the entries in rows i > .p � r C 1/ are zeroes. An entry in
matrix�which plays a fundamental role in encoding information of the spectral sequence
in� is the element�p�rC1;pC1 on the r-th diagonal, row .p�rC1/ and column .pC1/.
See Figure 5.16.

As r increases, there are changes in the generators of theZ-modulesEr
p of the spectral

sequence. One of the main results in this chapter connects these algebraic changes of the
generators of the Z-modules of the spectral sequence to a particular family of changes of
basis over Q of the differential matrix �, creating a collection of similar matrices f�rg.
In order to do that, we introduce an algorithm called Spectral Sequence Sweeping Algo-
rithm (SSSA).

The SSSA singles out some nonzero entries of the matrix, which we refer to as primary
pivots and change-of-basis pivots, of the r-th diagonal of �r in order to define a matrix
�rC1. At each step, �rC1 is a change of basis of �r . Hence, all �r represent the bound-
ary operator @. We show that this family of matrices codify all the information on the
generators of the modules Er

p and the differentials d r of the spectral sequence associated
to a filtered Morse chain complex.
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Figure 5.16: Zr
p seen in the matrix �.

5.4.1 Spectral Sequence Sweeping Algorithm
In this section we present the SSSA and prove that it determines the generators of the
modulesEr

p and induces the differentials d r of the spectral sequence associated to aMorse
chain complex .C�; @�/ and a finest filtration F . This algorithm was first introduced in
Cornea, de Rezende, and da Silveira (2010).

The SSSA gives as output a collection of similar matrices f�rg for r > 0, where
�0 D �, and �rC1 is obtained from �r performing a change of basis determined by the
pivots on the r-th diagonal.

These changes of basis will later be proved to correspond to the changes in generators
that happen in the spectral sequence at step r . Hence, this family of matrices will be used
to determine the spectral sequence .Er ; d r /.

Note that the SSSA as well as all other theorems in this chapter do not require the
chosen basis of simple chains hp

k
be ordered with respect to k. Without loss of generality

we assume the singularities to be ordered with respect to the filtration so as to simplify
the notation. More generally, one can introduce a subsequence notation for the columns
in order to consider only the index k columns.

For a fixed r-th diagonal the algorithm below must be applied for all k simultaneously.

A - Initial step

1. Consider the entries �ki;j
in �k where the i -th row is an hk�1 row (i.e. it

corresponds to a k � 1-chain) and the j -th column is an hk column (i.e. it
corresponds to a k-chain).
Without loss of generality, we assume that the first diagonal of � contains
nonzero entries �ki;j

, otherwise we define �1 D � and we repeat this step
until we reach a diagonal of � which contains nonzero entries.
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These nonzero entries will be marked as index k primary pivots. Note that
for each nonzero �ki;j

on �, the entries �ks;j
for s > i are all equal to zero.

We end this process by defining �1 as � with the index k primary pivots on
the first diagonal marked.

2. Consider the matrix �1 and let �1
ki;j

be the entries in �1 where the i-th row
is an hk�1 row and the j -th column is an hk column. Analogously to 1, we
assume that the second diagonal contains nonzero entries�1

ki;j
. We now con-

struct a matrix �2 following the procedure:
Given a nonzero entry �1

ki;j
on the second diagonal of �1,

(a) if there are no primary pivots in row i and column j , mark it as an index
k primary pivot,

(b) otherwise, consider the entries in column j and row s with s > i in �1.
(b1) If there is an index k primary pivot in an entry in column j and row

s, with s > i , then the entry is left unmarked.
(b2) If there are no primary pivots in column j below �1

ki;j
, then there

is an index k primary pivot in row i , say in a column t of �1, with
t < j . In this case, the entry �1

ki;j
is marked as a change-of-basis

pivot.

At the end of this step we have defined a matrix �2 which has the same numerical
entries of �1 except that some entries of the second diagonal are marked as primary and
change-of-basis pivots. In Figure 5.17, primary pivots are encircled and change-of-basis
pivots are encased in boxes.

B - Intermediary step

Consider a matrix �r with primary and change-of-basis pivots marked on the �-th
diagonal for all � 6 r . In this step we describe how�rC1 is defined. If there are no
change-of-basis pivots in the r-th diagonal, go to step B.2 and define �rC1 D �r

with diagonal .r C 1/ marked with primary and change-of-basis pivots.

B.1 - Change of basis

Suppose�r
ki;j

is a change-of-basis pivot. Then perform a change of basis on�r by
adding a linear combination over Q of all the hk columns ` of �r with � 6 ` <
j , where � is the first column of �r associated to a k-chain, to a positive integer
multiple u ¤ 0 of the j -th column of �r , in order to zero out the entry �r

ki;j

without introducing nonzero entries in �r
ks;j

for s > i . Moreover, the resulting
linear combination should be of the form ˇ�h�

k
C � � � C ˇj �1h

j �1

k
C ˇjh

j

k
where

ˇ` are integers for ` D �; : : : ; j .
The integer u is called a leading coefficient of the change of basis. If more than
one linear combination is possible, we choose one which minimizes u. Let u be
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Figure 5.17: SSSA - Initial Step.

the minimal leading coefficient of a change of basis. Once this is done, we obtain a
k-chain associated to the j -th column of �rC1. It is a linear combination over Q

of the h`
k
columns, � 6 ` < j , of �r plus an integer multiple u of the j -th column

of �r such that �rC1
ki;j

D 0. It is also an integer linear combination of hk columns
of � on and to the left of the j -th column.

Observe that if the `-th column of �r is an hk column, it corresponds to an integer

linear combination �`;r
k

D
X̀

`D�

c
`;r
`
h`

k of hk columns of � where the �-th column

is the first column in � associated to a k-chain. The notation of �`;r
k

indicates the
Morse index k and the `-th column of �r . Hence if the j -th column of �rC1 is an
hk column, then

�
j;rC1

k
D u

jX

`D�

c
j;r

`
h`

k

„ ƒ‚ …
�

j;r

k

Cqj �1

j �1X

`D�

c
j �1;r

`
h`

k

„ ƒ‚ …
�

j �1;r

k

C � � �

� � � C q�C1 .c
�C1;r
� h�

k C c
�C1;r
�C1 h�C1

k
/

„ ƒ‚ …
�

�C1;r
k

Cq� c
�;r
� h�

k„ƒ‚…
�

�;r
k

(5.4)
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or, equivalently,

�
j;rC1

k
D .ucj;r

� C qj �1c
j �1;r
� C � � � C q�c

�;r
� /h�

kC

C .uc
j;r
�C1 C qj �1c

j �1;r
�C1 C � � � C q�C1c

�C1;r
�C1 /h�C1

k
C

� � � C .uc
j;r
j �1 C qj �1c

j �1;r
j �1 /h

j �1

k
C uc

j;r
j h

j

k
(5.5)

with c�;r
� D 1 and

cj;rC1
� D ucj;r

� C qj �1c
j �1;r
� C � � � C q�c

�;r
� 2 Z

c
j;rC1
�C1 D uc

j;r
�C1 C qj �1c

j �1;r
�C1 C � � � C q�C1c

�C1;r
�C1 2 Z

:::

c
j;rC1
j �1 D uc

j;r
j �1 C qj �1c

j �1;r
j �1 2 Z

c
j;rC1
j D uc

j;r
j 2 Z: (5.6)

Clearly, the first column of any�k can not undergo any change of basis since there
is no column to its left and this explains why c�;r

� D 1.

Note that q` D 0 in q`

X̀

`D1

c
`;r
`
h`

k whenever the `-th column has a primary pivot in

an row s for s > i .
If the primary pivot of the i -th row is on the t -th column, then the rational number

qt is nonzero in qt

tX

`D1

c
t;r
`
h`

k and

�rC1
ki;j

D u�r
ki;j

C qt�
r
ki;t

D 0:

Since u > 1 is unique, then qt is uniquely defined.
Once the above procedure is done for all change-of-basis pivots of the r-th diagonal
of �r , we can define a change-of-basis matrix.
Therefore the matrix�rC1 has numerical values determined by the change of basis
over Q of �r . In particular, all the change-of-basis pivots on the r-th diagonal �r

are zero in �rC1. See Figures 5.18 and 5.19.

B.2 - Marking the diagonal .r C 1/ of �rC1



218 5. Dynamical Spectral Sequence

σ
ℓ,r

k

σ
s,r

k−1

σ
s+1,r

k−1

2

σ
ℓ+1,r

k σ
ℓ+2,r

k σ
ℓ+3,r

k
σ
ℓ+4,r

k

σ
s+2,r

k−1

σ
s+3,r

k−1

σ
s+4,r

k−1

0

0

0

0

1

0

0

0

0

3

0

0

2

0

0

1

0

1

r + 1

r

3

0

2

0

5

σ
ℓ+5,r

k

Figure 5.18: SSSA - Intermeriary Step - �r .

Consider the matrix �rC1 defined in the previous step. In this step we mark the
.r C 1/-st diagonal with primary and change-of-basis pivots as follows:
Given a nonzero entry �rC1

ki;j
,

(a) if there are no primary pivots in row i and column j , mark it as an index k
primary pivot,

(b) otherwise, consider the entries in column j and row s with s > i in �rC1.
(b1) If there is an index k primary pivot in column j below �rC1

ki;j
, then leave

this entry unmarked.
(b2) If there are no primary pivots in column j below �rC1

ki;j
, then there is an

index k primary pivot in row i , say in a column t of�rC1, with t < j . In
this case mark it as a change of basis pivot. See Figure 5.19 where, as in
the Initial Step, primary pivots are encircled and change-of-basis pivots
are encased in boxes.

C - Final step

We repeat the above procedure until all diagonals have been considered.

Example 5.4. Suppose� given in Figure 5.20 is aMorse differential. Figures 5.21 to 5.28
are obtained when we apply the SSSA to�. In all figures the markup process of the SSSA
iterations is done as follows: primary pivots are encircled and change-of-basis pivots are
encased in boxes. Note that we keep track of the changes of basis at each step of the SSSA
presenting the basis vertically on the left of each matrix �r .
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Figure 5.19: SSSA - Intermeriary Step - �rC1.

The next proposition is a list of important properties of the collection of matrices �r

produced by the SSSA. The proof is a direct consequence of the SSSA rules and can be
found in Cornea, de Rezende, and da Silveira (2010).

Proposition 5.2. 1. For each r , �r is strictly upper triangular and �r ı�r D 0.

2. If �r
i;j is a primary pivot there can be no linear combination of columns to the left

of the j -th column that added to the j -th column would zero that entry as well as
maintaining all entries �r

s;j equal to zero for s > i .

3. If the entry�r
p�rC1;pC1 is a primary pivot or a change-of-basis pivot, then�r

s;pC1 D
0 for all s > p � r C 1.

4. There can be no more than one primary pivot in a given row or column. Moreover,
if there is a primary pivot in row i then there is no primary pivot in column i and
vice-versa.

Let � be the matrix in Example 5.4 represented in Figure 5.20. Recall that the SSSA
produces the sequence of matrices �1; � � � ; �8 presented in Figures 5.21 to 5.28, respec-
tively. Note that the entry�3

4;10 is a fractionary entry, i.e. Example 5.4 shows that during
the application of the SSSA, some fractionary numbers can appear as entries of an inter-
mediary matrix which are not pivots. However, the next result guarantees that the entries
of the last matrix produced by the SSSA are all integers. The proof of this theorem can be
found in de Rezende, Mello, and da Silveira (2010), Theorem 12.

Theorem 5.4. Let�L be the last matrix produced by the SSSA. Then all entries in�L are
integer numbers.
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Figure 5.20: SSSA: �.

The next step is to prove that the collection of matrices produced by the SSSA in fact
determines the modules and the differentials of the associated spectral sequence. Recall
that

Er
p D Zr

p=.Z
r�1
p�1 C @Zr�1

pCr�1/

where,
Zr

p D fc 2 FpC j @c 2 Fp�rC g:

The Z-module Zr
p;k�p

D fc 2 FpCk I @c 2 Fp�rCk�1g is generated by k-chains con-
tained in Fp with boundaries in Fp�r . This corresponds in� to all the hk columns on and
to the left of column .p C 1/ or linear combinations of these columns, whose boundaries
(nonzero entries) are on and above row .p � r C 1/. Similarly Zr�1

p�1;k�.p�1/
D fc 2

Fp�1Ck I @c 2 Fp�rCk�1g corresponds in � to the hk columns on and to the left of col-
umn p, or linear combinations of these columns, whose boundaries are on and above row
.p � r C 1/. Finally,

@Zr�1
pCr�1;.kC1/�.pCr�1/ D @fc 2 FpCr�1CkC1I @c 2 FpCkg

consists of all the boundaries of elements inZr�1
pCr�1;.kC1/�.pCr�1/

. This corresponds in�
to all the hk columns on and to the left of column .pC1/ and linear combinations of these
columns or, equivalently, all hk rows on and above row .p C 1/ and linear combinations
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Figure 5.21: SSSA: �1.

of these rows, which are boundaries of hkC1 columns that are on and to the left of column
.p C r/. See Figure 5.16.

Theorem 5.5. Let M be a smooth closed n-dimensional manifold, f W M ! R be a
Morse–Smale function, .C�.f /; @�/ be a Morse chain complex associated to f , F a finest
filtration on .C�.f /; @�/ and .Er

p; d
r / be a spectral sequence associated to this filtered

chain complex. For each r , the matrix �r , obtained from the SSSA applied to a matrix
� of the Morse differential, determines the generators of Er

p for all p. More specifically,
Er

p;k�p
is either zero or a finitely generated module whose generator corresponds to a

k-chain associated to column .p C 1/ of �r .

The proof of Theorem 5.5 is based on two main ideas, which are stated in the next two
propositions. The first and most important one involves deriving a formula for Zr

p using
the � ’s produced by the SSSA. In fact, since

Er
p D Zr

p=.Z
r�1
p�1 C @Zr�1

pCr�1/;

knowing the generators of Zr
p will provide us with the generator of Er

p .
We present this formula in the next proposition. The proof of this relevant result, which

we reproduce here, is based on the proof of Proposition 4.1 of Cornea, de Rezende, and
da Silveira (2010).
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Figure 5.22: SSSA: �2.

Proposition 5.3. If � is the first column of � associated to a k-chain then

Zr
p;k�p D ZŒ�pC1;r�

pC1;r

k
; �p;r�1�

p;r�1

k
; : : : ; ��;r�p�1C��

�;r�p�1C�

k
�;

where �j;� D 0 whenever the primary pivot of column j is below row .p � r C 1/ and
�j;� D 1 otherwise.

Proof. Let �pC1��;r��

k
be the chain associated to column .pC 1� �/ of the matrix�r�� ,

for � 2 f0; : : : ; p C 1 � �g. By definition, �pC1��;r�� D 1 if and only if the primary
pivot in column .p C 1� �/ is on or above row .p C 1� �/� .r � �/ D p � r C 1. See
Figure 5.29.

Clearly the chains corresponding to columnswith primary pivots below row .p�rC1/

do not correspond to generators of Zr
p;k�p

. Then consider a k-chain �pC1��;r��

k
, where

� 2 f0; : : : ; p C 1 � �g, associated to column .p C 1 � �/ of �r�� such that the primary
pivot of column .p C 1 � �/ is on or above row .p � r C 1/.

Firstly we prove that �pC1��;r��

k
is a generator ofZr

p . Clearly �
pC1��;r��

k
is in FpCk

for � > 0. Moreover, since the .r � �/-th step of the SSSA zeroes out all change-of-basis
pivots below the .r � �/-th diagonal, then all nonzero entries of column .p C 1 � �/ of
�r�� are on and above row .p C 1 � �/ � .r � �/ D .p � r C 1/. Hence the boundary
of �pC1��;r��

k
is in Fp�rCk�1.
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k 0 0 0 0 0 0 0 0 0 3 5 −2 4 0

σ8,3

k = h8
k 0 0 0 0 0 0 0 0 0 −1 0 −2 1 0

σ9,3

k = h9
k 0 0 0 0 0 0 0 0 0 2 0 3 −1 0
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Figure 5.23: SSSA: �3.

We shall now prove that any element in Zr
p is an integer linear combination of

�pC1��;r���
pC1��;r��

k
for � D 0; : : : ; p C 1 � � by multiple induction in p and r . We

denote by �1 the first diagonal in � that intersects �k .

(A1) p D � � 1: Let � be such that the boundary of h�
k
is in F��1��Ck n F��1���1Ck .

– SinceZr
��1 is generated by k-chains inF��1Ck with boundaries inF��1�rCk�1

and h�
k
is the only chain in F��1Ck , then there are two possibilitites:

1. If � < r then @h�
k

… F��1�rCk�1, hence Zr
��1 D 0.

2. If � > r then @h�
k

2 F��1�rCk�1, hence Zr
��1 D ZŒh

.�/

k
�.

– The k-chain ��;r
k

corresponds to column � in �r . Since there is no change of
basis caused by the SSSA that affects the first column of�k , ��;r

k
D h�

k
. Thus,

��;r D 1 if and only if the boundary of h�
k
is on or above the r-th diagonal.

Hence
1. If � < r then ��;r D 0. Thus ZŒ��;r�

�;r
k
� D 0

2. If � > r then ��;r D 1. Thus ZŒ��;r�
�;r
k
� D ZŒ�

�;r
k
� D ZŒh�

k
�.

Hence Zr
��1 D ZŒ��;r�

�;r
k
�.
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k 0 0 0 0 0 0 0 0 0 2 0 0 −1 0

σ10,4

k+1
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k+1
0 0 0 0 0 0 0 0 0 0 0 0 0 0

σ11,4

k+1
= h11

k+1
+ h10

k+1
0 0 0 0 0 0 0 0 0 0 0 0 0 0

σ12,4

k+1
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k+1
−3h10

k+1
0 0 0 0 0 0 0 0 0 0 0 0 0 0

σ13,4

k+1
= h13

k+1
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σ14,4
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Figure 5.24: SSSA: �4.

(A2) r D �1: The columns hpC1

k
; : : : ; h�

k
of � have nonzero entries above the �1-th

diagonal, thus, on or above row .p � �1 C 1/.

– SinceZ�1
p is composed by the k-chains in FpCk with boundary in Fp��1

Ck�1

and the columns of � associated to the chains hpC1

k
; : : : ; h�

k
have nonzero

entries on and above row .p��1 C1/, then their boundaries are inFp��1
Ck�1,

i.e.
Z�1

p D ZŒh
pC1

k
; : : : ; h�

k �:

– Thenonzero entries in the columns of� corresponding to the chains hpC1

k
; : : : ;

h�
k
are all on or above the �1-th diagonal, then �j;�1

k
D h

j

k
, j D �; : : : ; p C 1

and �j;�1 D 1, j D �; : : : ; p C 1. Hence,

ZŒ�pC1;�1�
pC1;r

k
; : : : ; ��;��pC1C�1�

�;��pC1C�1

k
� D ZŒh

pC1

k
; : : : ; h�

k �:

Therefore, Z�1
p D ZŒ�pC1;�1�

pC1;r

k
; : : : ; ��;��pC1C�1�

�;��pC1C�1

k
�.

(B) Assume that

Zr�1
p�1 D ZŒ�p;r�1�

p;r�1

k
; : : : ; ��;r�p�1C��

�;r�p�1C�

k
�;
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k σ
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k σ
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k σ
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σ
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4
k 0 0 0 0 0 0 0 0 0 0 0 1 0 0

σ
5,5

k = 2h5
k − 3h4

k 0 0 0 0 0 0 0 0 0 −1 −2 6 1 0

σ
6,5

k = h
6
k − h

5
k + h

4
k 0 0 0 0 0 0 0 0 0 −3 −5 11 1 0

σ
7,5

k = h
7
k 0 0 0 0 0 0 0 0 0 3 5 −13 −1 0

σ
8,5

k = h
8
k 0 0 0 0 0 0 0 0 0 −1 0 −1 0 0

σ
9,5

k = h
9
k 0 0 0 0 0 0 0 0 0 2 0 0 0 0

σ
10,5

k+1
= h

10
k+1

0 0 0 0 0 0 0 0 0 0 0 0 0 0

σ
11,5

k+1
= h

11
k+1

+ h
10
k+1

0 0 0 0 0 0 0 0 0 0 0 0 0 0

σ
12,5

k+1
= 2h12

k+1
− 3h10

k+1
0 0 0 0 0 0 0 0 0 0 0 0 0 0

σ
13,5

k+1
=h

13
k+1

+h
12
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−h
10
k+1
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σ
14,5
n = hn 0 0 0 0 0 0 0 0 0 0 0 0 0 0
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Figure 5.25: SSSA: �5.

i.e. the generators of Zr�1
p�1 are the k-chains �pC1��;r��

k
, � D 1; : : : ; p C 1 � �

whenever the primary pivot of column .pC 1� �/ is on or above row .p � r C 1/.
If the primary pivot of column .pC1/ is below row .p�rC1/, thenZr

p D Zr�1
p�1 and

the result follows by the induction hypothesis. This is the case when �pC1;r D 0.
Now assume that the primary pivot of column .pC1/ is on or above row .p�rC1/.
Consider a k-chain hk D bpC1h

pC1

k
C � � � C b�h�

k
in Zr

p;k�p
.

If bpC1 D 0 then

hk 2 Zr�1
p�1 D ZŒ�p;r�1�

p;r�1

k
; : : : ; ��;r�p�1C��

�;r�p�1C�

k
�:

Suppose bpC1 ¤ 0. By the SSSA, the leading coefficient cpC1;r
pC1 of �pC1;r

k
is

minimal. It follows that bpC1 D ˛1c
pC1;r
pC1 , ˛1 2 Z. In fact, if bpC1 is not an

integer multiple of cpC1;r
pC1 , consider the integer � > 0 such that �cpC1;r

pC1 is the
largest multiple of cpC1;r

pC1 with �cpC1;r
pC1 < bpC1. Hence, �cpC1;r

pC1 < bpC1 <

.�C1/c
pC1;r
pC1 , and thus 0 < bpC1 ��c

pC1;r
pC1 < c

pC1;r
pC1 . It follows that the k-chain

hk ���
pC1;r

k
has leading coefficient bpC1 ��c

pC1;r
pC1 < c

pC1;r
pC1 , which contradicts

the fact that cpC1;r
pC1 is minimal. Hence bpC1 D ˛1c

pC1;r
pC1 , ˛1 2 Z.
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Figure 5.26: SSSA: �6.

As a consequence, hk can also be written as

hk D ˛1�
pC1;r

k
C .bp � ˛1c

pC1;r
p /h

p

k
C � � � C .b� � ˛1c

pC1;r
� /h�

k :

Note that hk � ˛1�
pC1;r

k
D .bp � ˛1c

pC1;r
p /h

p

k
C � � � C .b� � ˛1c

pC1;r
� /h�

k
2

Fp�1C . Furthermore, since the boundaries of hk and � .pC1/;r

k
are on and above

row .p�rC1/, so is the boundary of hk �˛1�
pC1;r

k
. Thus, hk �˛1�

pC1;r

k
2 Zr�1

p�1.
It follows from the induction hypotheses that hk �˛1�

pC1;r

k
D ˛2�

p;r�1�
p;r�1

k
C

� � � C ˛��
�;r�p�1C��

�;r�p�1C�

k
and, hence,

hk D ˛1�
pC1;r

k
C ˛2�

p;r�1�
p;r�1

k
C � � � C ˛��

�;r�p�1C��
�;r�p�1C�

k
:

The second main result for the proof of Theorem 5.5 is demonstrating that all pivots
generated by the SSSA are integer numbers. More specifically, even though the matrices
�r can have some entries which are not integer numbers, the primary pivots and change-
of-basis pivots are always integers.
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Figure 5.27: SSSA: �7.

Proposition 5.4. Suppose that�r
p�rC1;pC1 is either a primary pivot or a change-of-basis

pivot. Then �r
p�rC1;pC1 is an integer number.

Proof. By Proposition 5.2, �r
s;pC1 D 0 for all s > p � r C 1. Hence

@�
pC1;r

k
D �r

p�rC1;pC1�
p�rC1;r

k�1
C � � � C�r

��;pC1�
��;r
k�1

;

where �� is the first column associated to a .k � 1/-chain.
On the other hand, since �pC1;r

k
2 Zr

p , it follows from Proposition 5.3 that

@�
pC1;r

k
2@Zr

p �ZrC1
p�r DZŒ�p�rC1;rC1�

p�rC1;rC1

k
; �p�r;r�

p�r;r

k
; : : : ; ��;2r�pC��

�;2r�pC�

k
�:

Thus, the coefficient �r
p�rC1;pC1c

p�rC1;r
p�rC1 of h.p�rC1/

k�1
in @� .pC1/;r has to be a mul-

tiple ˛ of the coefficient cp�rC1;rC1
p�rC1 of h.p�rC1/

k�1
2 ZrC1

p�r , i.e,

�r
p�rC1;pC1c

p�rC1;r
p�rC1 D ˛c

p�rC1;rC1
p�rC1 ;

where ˛ 2 Z n f0g. Hence, one has

�r
p�rC1;pC1 D

˛c
p�rC1;rC1
p�rC1

c
p�rC1;r
p�rC1

:
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Figure 5.28: SSSA: �8.
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It follows from (5.6) that �r
p�rC1;pC1 is an integer.

In what follows we outline the proof of Theorem 5.5. For more details on each case of
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the proof, see Cornea, de Rezende, and da Silveira (2010).

Proof. (of Theorem 5.5)
The entry �r

p�rC1;pC1 on the r-th diagonal of �r plays a crucial role in determining
Er

p;k�p
. It can either be a primary pivot, a change-of-basis pivot, an entry above a primary

pivot or a zero entry with a column of zeros below it. For each one of the above possibil-
ities, we analyze the entry �r

p�rC1;pC1 and also the row .p C 1/, which determines the
behavior of the denominator

Zr�1
p�1;k�.p�1/ C @Zr�1

pCr�1;.kC1/�.pCr�1/:

Finally, we use Proposition 5.3 in order to calculate Er
p;k�p

.

• Case 1: �r
p�rC1;pC1 is a primary pivot. In this case

@Zr�1
pCr�1;.kC1/�.pCr�1/ � Zr�1

p�1;k�.p�1/:

By Proposition 5.3 one has that Er
p;k�p

D ZŒ�
pC1;r

k
�.

• Case 2: �r
p�rC1;pC1 is a change-of-basis pivot. In this case, there are two possibil-

ities for row .p C 1/.

1. @Zr�1
pCr�1;.kC1/�.pCr�1/

� Zr�1
p�1;k�.p�1/

. In this case, as before, by Proposi-
tion 5.3 Er

p;k�p
D ZŒ�

pC1;r

k
�.

2. @Zr�1
pCr�1;.kC1/�.pCr�1/

ª Zr�1
p�1;k�.p�1/

, i.e there exists an element in
Zr�1

pCr�1;.kC1/�.pCr�1/
whose boundary has a nonzero entry in row .p C 1/,

which is necessarily a primary pivot.

Claim 1: If @Zr�1
pCr�1;.kC1/�.pCr�1/

ª Zr�1
p�1;k�.p�1/

then

Zr�1
p�1;k�.p�1/

C @Zr�1
pCr�1;.kC1/�.pCr�1/

D

D ZŒ`�
pC1;r

k
; �p;r�1�

p;r�1

k
; : : : ; ��;r�p�1C��

�;r�p�1C�

k
�;

where

`D
gcdf�rCp;r�1c

pC1;r�1
pC1 �r�1

pC1;rCp; : : : ; �
�;��p�1c

pC1;��p�1
pC1 �

��p�1
pC1;� g

c
pC1;r
pC1

;

� is the first column associated to a k-chain and � is the first column associated
to a .k C 1/-chain.
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Proof. (of Claim 1) By the hypothesis, the denominator Zr�1
p�1 C @Zr�1

pCr�1 is
a submodule of Zr

p which is not a submodule of Zr�1
p�1, hence @Zr�1

pCr�1 must
contain an integer multiple ` of �pC1;r

k
. It remains to prove the formula for `.

It follows from Proposition 5.3 that a formula for @Zr�1
pCr�1 is

ZŒ�pCr;r�1@�
pCr;r�1

kC1
; �pCr�1;r�2@�

pCr�1;r�2

kC1
; : : : ; ��;��p�1@�

�;��p�1

kC1
�:

Recall that the boundaries @�pCr��;r�1��

kC1
with �r�1��

i;pCr��
¤ 0 for some i >

p C 1 correspond to the columns which have the primary pivots below row
.p C 1/ and hence �pCr��;r�1�� D 0. Thus, for � D 0; : : : ; p C r � �, if
�pCr��;r�1�� D 1 then �r�1��

i;pCr��
D 0 for all i > p C 1 and then

@�
pCr��;r�1��

kC1
D �

r�1��

pC1;pCr��
�

pC1;r�1��

k
C � � � C�

r�1��

�;pCr��
�

�;r�1��

k
:

Consequently, for � D 0; : : : ; pC r �� such that �pCr��;r�1�� D 1 we have
that Zr�1

p�1 C Œ@�
pCr��;r�1��

kC1
� is equal to

Zr�1
p�1 C Œ�

r�1��

pC1;pCr��
�

pC1;r�1��

k
C � � � C�

r�1��

�;pCr��
�

�;r�1��

k
�: (5.7)

Also, Zr�1
p�1 C Œ@�

pCr��;r�1��

kC1
� � Zr�1

p�1 C @Zr�1
pCr�1 and hence Zr�1

p�1 C

Œ@�
pCr��;r�1��

kC1
� is

Œ`��
pC1;r

k
; �p;r�1�

p;r�1

k
; : : : ; ��;r�p�1C��

�;r�p�1C�

k
�: (5.8)

Comparing the coefficients of hpC1

k
in (5.7) and in (5.8) we obtain

�
r�1��

pC1;pCr��
c

pC1;r�1��
pC1 D `�c

pC1;r
pC1

and hence
`� D �

r�1��

pC1;pCr��
c

pC1;r�1��
pC1 =c

pC1;r
pC1 :

Consequently, ` D gcdf�.pCr��/;r�1��`� ; � D 0; : : : ; p C r � �g.

-Claim 1

By Proposition 5.3 and Claim 1 above, Er
p;k�p

D
Z

`Z
Œ�

pC1;r

k
�.

• Case 3: �r
p�rC1;pC1 is an entry above a primary pivot. It follows that �pC1;r

k
is

not in Zr
p;k�p

. Thus, Zr�1
p�1;k�.p�1/

D Zr
p;k�p

and hence Er
p;k�p

D 0.
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• Case 4: �r
p�rC1;pC1 is a zero entry with a column of zeros below it. As in Case 2,

there are two possibilities for row .p C 1/.

1. If @Zr�1
pCr�1;.kC1/�.pCr�1/

� Zr�1
p�1;k�.p�1/

then Er
p;k�p

D ZŒ�
pC1;r

k
�.

2. If @Zr�1
pCr�1;.kC1/�.pCr�1/

ª Zr�1
p�1;k�.p�1/

, by Proposition 5.3 and Claim 1

Er
p;k�p

D
Z

`Z
Œ�

.pC1/;r

k
�, ` 2 Z.

• Case 5: �r
p�rC1;pC1 is not in�r

k
(for example, whenp�rC1 < 0, i.e,�r

p�rC1;pC1

is not on the matrix �r ). In this case we have two possibilities:

1. If there is a primary pivot in column .p C 1/ in a diagonal r < r , then
Er

p;k�p
D 0.

2. If all the entries in column .p C 1/ of �r in diagonals lower than r are zero,
then the analysis of row .p C 1/ is analogous to Cases 2 and 4.

The next theorem shows how the collection of matrices �r produced by the SSSA
applied to � induces the differentials d r

p W Er
p ! Er

p�r of the spectral sequence.

Theorem 5.6. Let M be a smooth closed n-dimensional manifold, f W M ! R be a
Morse–Smale function, .C�.f /; @�/ be a Morse chain complex associated to f , F be a
finest filtration on .C�.f /; @�/ and .Er

p; d
r / be a spectral sequence associated to this

filtered chain complex. IfEr
p andEr

p�r are both nonzero, then the map d r
p W Er

p ! Er
p�r

is induced by�r , i.e, it is multiplication by the entry�r
p�rC1;pC1 which is either a primary

pivot, a change-of-basis pivot or a zero entry with a column of zeros below it.

In the remainder of this section we provide a sketch for the proof of Theorem 5.6,
skipping some of the heavier calculation.

Recall that
ErC1

p D
ker d r

p

im d r
pCr

:

The idea is to prove that when Er
p and Er

p�r are both nonzero

ker ır
p

im ır
pCr

D ErC1
p ;

where ır
p is the multiplication by the entry�r

p�rC1;pC1. Both expressions on this equality
strongly depend on the entries�r

p�rC1;pC1 and�r
pC1;pCrC1. These entries are on the r-th

diagonal of�r and, by Theorem 5.5, the entry�r
p�rC1;pC1 can either be a primary pivot,

a change-of-basis pivot, or a zero entry with a column of zeros below it. For each one of
these cases, the entry �r

pC1;pCrC1 can either be a primary pivot, a change-of-basis pivot,
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an entry above a primary pivot or a zero entry with a column of zeros below it. Hence, the
proof is divided in several cases, and for each one of them we must calculate both ErC1

p

and
ker ır

p

im ır
pCr

. We present the detailed proof for one of these cases.

The next lemma finds a new formulation for the leading coefficient u, whenever the
entry �r

p�rC1;pC1 is a change-of-basis pivot. It consists in a technical part of the proof
of Theorem 5.6 and for its detailed proof we refer to Cornea, de Rezende, and da Silveira
(2010, Proposition 5.2.).

Lemma 5.1. If �r
p�rC1;pC1 is a change-of-basis pivot and u D

c
pC1;rC1
pC1

c
pC1;r
pC1

is the integer

defined on the SSSA, then
u D

v

gcdf�r
p�rC1;pC1; vg

; (5.9)

where

vD
gcdf�p;r�1c

p�rC1;r�1
p�rC1 �r�1

p�rC1;p; : : : ; �
�;��pCr�1c

p�rC1;��pCr�1
p�rC1 �

��pCr�1
p�rC1;� g

c
p�rC1;r
p�rC1

:

Clearly, for all other cases of the entry �r
p�rC1;pC1 we have that u D 1.

We also use the next result, which follows from elementary algebra.

Lemma5.2. Assume that m is multiplication by a nonzero integerm and let� D
v

gcdfm; vg
.

1. If Z //
m

// Zv , then ker m D �Z and im m D
Z

�Z
D

gcdfm; vgZ

vZ
.

2. If Zt
//

m
/ / Zv and t > �, then ker m D

�Z

tZ
and im m D

Z

�Z
D

gcdfm; vgZ

vZ
:

Proof. (of Theorem 5.6)
We present the detailed proof for the case where �r

p�rC1;pC1 is a change-of-basis
pivot and �r

pC1;pCrC1 ¤ 0 is a primary pivot. See Figure 5.30.

Let us first determine
ker ır

p

im ır
pCr

in this case. Since �r
p�rC1;pC1 is a change-of-basis

pivot, there exists a primary pivot in row .p�rC1/ on a diagonal below the r-th diagonal.
It follows by Theorem 5.5 that Er

p�r D ZvŒ�
p�rC1;r

k�1
�, where

v D
gcdf�pc

p�rC1;r�1
p�rC1 �r�1

p�rC1;p; : : : ; �
�c

p�rC1;��pCr�1
p�rC1 �

��pCr�1
p�rC1;� g

c
p�rC1;r
p�rC1
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Figure 5.30: �r
p�rC1;pC1 change-of-basis pivot and �r

pC1;pCrC1 primary pivot.

and, by Lemma 5.1, we have that u D
v

gcdf�r
p�rC1;pC1; vg

.

Since �r
pC1;pCrC1 ¤ 0 is a primary pivot, Proposition 5.2(4) guarantees that there

are no primary pivots in row and column .p C 1/ nor in row and column .p C r C 1/

in a diagonal below the r-th diagonal. By Theorem 5.5, Er
p D ZŒ�

pC1;r

k
� and Er

pCr D

ZŒ�
pCr;r

kC1
�.

Hence we have

::: ZvŒ�
.p�rC1/;r

k�1
�oo ZŒ�

.pC1/;r

k
�

ır
p

oo ZŒ�
.pCr/;r

kC1
�

ır
pCr

oo :::oo

It follows that im ır
pCr D �r

pC1;pCrC1ZŒ�
.pC1/;r

k
� and, by Lemma 5.2, we have ker ır

p D

ZŒ�
.pC1/;r

k
�. Thus

ker ır
p

im ır
pCr

D
ZŒ�

.pC1/;r

k
�

�r
pC1;pCrC1ZŒ�

.pC1/;r

k
�

D
uZŒ�

.pC1/;r

k
�

�r
pC1;pCrC1ZŒ�

.pC1/;r

k
�
:

Now, we calculate ErC1
p for the case where �r

p�rC1;pC1 is a change-of-basis pivot
and �r

pC1;pCrC1 is a primary pivot. Since �r
p�rC1;pC1 is a change-of-basis pivot, then

�rC1
p�rC1;pC1 D 0 and thus �pC1;rC1

k
2 ZrC1

p;k�p
. It follows that Zr

p�1;k�.p�1/
  ZrC1

p;k�p
.

Moreover, since Er
p D ZŒ�

pC1;r

k
�, then @Zr�1

pCr�1;.kC1/�.pCr�1/
� Zr�1

p�1;k�.p�1/
, i.e,

for all �pCr��;r�1��

kC1
, � D 0; : : : ; p C r � �, we can either have @�pCr��;r�1��

kC1
2

Zr�1
p�1;k�.p�1/

and hence �r�1��

pC1;pCr��
D 0 or �pCr��;r�1��

kC1
has a primary pivot below
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Figure 5.31: Difference between @Zr�1
pCr�1;.kC1/�.pCr�1/

and @Zr
pCr;.kC1/�.pCr/

.

row .pC1/ and hence�pCr��;r�1�� D 0. Note that the difference between the generators
of @Zr�1

pCr�1;.kC1/�.pCr�1/
and @Zr

pCr;.kC1/�.pCr/
is that the latter includes the boundary

of the chain corresponding to column .p C r C 1/, see Figure 5.31. By hypothesis, the
element in column .pC r C 1/ and row .pC 1/ is �r

pC1;pCrC1. Since �r
pC1;pCrC1 is a

primary pivot, then ErC1
p;k�p

D
ZŒ�

pC1;rC1

k
�

sZŒ�
pC1;rC1

k
�
, where

s D
gcdf�pCr��;r�1��c

pC1;r�1��
pC1 �

r�1��

pC1;pCr��
; � D �1; : : : ; p C r � �g

c
pC1;rC1
pC1

D
�pCrC1;rc

pC1;r
pC1 �r

pC1;pCrC1

c
pC1;rC1
pC1

D
�r

pC1;pCrC1

u
:

The calculations for the various other cases in which the proof is divided can be found
in Cornea, de Rezende, and da Silveira (2010).

The SSSAwas implemented using the softwareMathematica. The implementation can
be found in http://www.ime.unicamp.br/~margarid/software/.

http://www.ime.unicamp.br/~margarid/software/
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5.4.2 Detecting paths of flow lines
Let M be a smooth closed n-dimensional manifold, f W M ! R be a Morse–Smale
function, ' be the negative gradient flow of f and .C�.f /; @�/ be a Morse chain complex
associated to f . Let F be a finest filtration on .C�.f /; @�/ and .Er

p; d
r
p/ be an associ-

ated spectral sequence. In this section, we describe how each nonzero differential d r
p is

associated to a path of connecting orbits in '.
Consider f�rg the collection of matrices obtained when the SSSA is applied to �.
An r-path of connecting orbits is a juxtaposition of connecting orbits where the orbits

represented in the matrices by primary pivots or change-of-basis pivots ��
i;j for � < r

may be considered with reverse orientation.
More precisely, let 
i;j be a path between the singularities hj

k
and hi

k�1
. If 
i;j corre-

sponds to a connecting orbit in the flow, we say that 
i;j is an elementary path. However,
when 
i;j does not correspond to a connecting orbit in the flow, 
i;j can be written as a
sequence of elementary paths. This construction is done recursively by defining


i;j D Œ
i ;j ;�
i ;j ; 
i;j �;

where j < j and i > i , i.e, hj

k
is associated to a column of � to the left of hj

k
and hi

k�1

is associated to a row of � below hi
k�1

.
The negative sign indicates that 
i ;j is considered with the reverse orientation. If


i ;j is an elementary path the corresponding connecting orbit is considered in the reverse
orientation. If 
i ;j does not correspond to a connecting orbit then it is a path


i ;j D Œ

i ;j
;�


i ;j
; 


i ;j
�;

where j < j and i > i , and we define

�
i ;j D �Œ

i ;j
;�


i ;j
; 


i ;j
� D Œ�


i ;j
; 


i ;j
;�


i ;j
�:

Example 5.5. Let ' be a gradient flow of a Morse–Smale function represented by the
scheme in Figure 5.32 and let � be the associated Morse differential. The matrix � and
the collection of matrices produced by the SSSA applied to� are presented in Figure 5.33.

Figure 5.34 shows the path created between h4
k
and h1

k�1
.

We know that if an entry �p�rC1;pC1 of the Morse differential � is nonzero, then
there exists a connecting orbit joining the singularities hpC1

k
2 Fp and hp�rC1

k�1
2 Fp�r in

the flow '. On the other hand, if �p�rC1;pC1 D 0 nothing is known about the existence
of connecting orbits. By Theorem 5.6, we know that whenever Er

p and Er
p�r are both

nonzero, then the entry �r
p�rC1;pC1 of �r induces the map d r

p W Er
p ! Er

p�r . The next
theorem proves that if �r

p�rC1;pC1 ¤ 0 then there exists an r-path of connecting orbits
joining hpC1

k
and hp�rC1

k�1
.
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Figure 5.32: Representation of '.













































σ
1,1
k−1 σ

2,1
k−1 σ

3,1
k σ

4,1
k

σ
1,1
k−1 = h1

k−1
0 0 1 0

σ
2,1
k−1 = h2

k−1
0 0 1 1

σ
3,1
k = h3

k 0 0 0 0

σ
4,1
k = h4

k 0 0 0 0

























































































σ
1,2
k−1 σ

2,2
k−1 σ

3,2
k σ

4,2
k

σ
1,2
k−1 = h1

k−1
0 0 1 0

σ
2,2
k−1 = h2

k−1
0 0 1 1

σ
3,2
k = h3

k 0 0 0 0

σ
4,2
k = h4

k 0 0 0 0

























































































σ
1,3
k−1 σ

2,3
k−1 σ

3,3
k σ

4,3
k

σ
1,3
k−1 = h1

k−1
0 0 1 −1

σ
2,3
k−1 = h2

k−1
0 0 1 0

σ
3,3
k = h3

k 0 0 0 0

σ
4,3
k = h4

k − h3

k 0 0 0 0























































































h1

k−1
h2

k−1
h3

k h4

k

h1

k−1
0 0 1 0

h2

k−1
0 0 1 1

h3

k 0 0 0 0

h4

k 0 0 0 0











































∆ ∆
1

∆
2

∆
3

Figure 5.33: Collection of matrices produced by the SSSA.

Theorem 5.7. Let .Er ; d r / be a spectral sequence associated to a filtered Morse chain
complex .C�.f /;��/ of a negative gradient flow ' of a Morse–Smale function f . If the
map d r W Er

p;q ! Er
p�r;qCr�1 is nonzero, then there exists a path of connecting orbits

of ' joining the singularity hpC1

k
which generates E1

p;q to the singularity hp�rC1

k�1
which

generates E1
p�r;qCr�1.



5.4. Spectral sequences associated to filtered Morse complexes 237

h1k−1

h3k

h2k−1

h4k

ϕ

Figure 5.34: 3-path between h4
k
and h1

k�1
.

Proof. It follows by induction over r and � that if �r
j ��;j

¤ 0, then there exists a r-path

j ��;j D Œ
j �r;j ;�
j �r;j �� ; 
j ��;j �� � for some r and � less than r in the flow ' formed
by connecting orbits joining the singularity hj

k
to the singularity hj ��

k�1
. The details of the

proof of this statment can be found in Cornea, de Rezende, and da Silveira (2010).
Now let d r

p ¤ 0. By Theorem 5.6, every d r ¤ 0 is induced by multiplication by
�r

p�rC1;pC1, which is either a primary pivot or a change-of-basis pivot. It follows by the
previous statement that there is a path in the flow formed by connecting orbits joining the
singularity hpC1

k
to the singularity hp�rC1

k�1
.

Example 5.6. Consider a Morse differential � as in Example 5.5. Recall that the entry
�3

1;4 D 1 is a primary pivot in �3 which has its corresponding entry in � equal to zero,
i.e., �1;4 D 0. Hence, it is not known if there is a connecting orbit between h4

k
and h1

k�1
.

However, there is a 3-path of connecting orbits between these two singularities.
Note that @�4;2

k
D @h4

k
D h2

k�1
, @�4;3

k
D @.h4

k
� h3

k
/ D �h1

k�1
, and hence �2

1;4 D 0

and �3
1;4 D �1 ¤ 0.

The entries corresponding to connecting orbits which compose the path are

• �r
j �r;j D �2

4�2;4 D �2
2;4 D 1 ¤ 0,

• �r��

j �r;j ��
D �2�1

4�2;4�1 D �1
2;3 ¤ 0,

• �r��

j ��;j ��
D �2�1

4�3;4�1 D �1
1;3 ¤ 0.

Hence, the path between h4
k
and h1

k�1
is 
1;4 D Œ
2;4;�
2;3; 
1;3�. See Figure 5.34.

Theorem 5.7 is a parallel between “long flow lines” connecting consecutive singular-
ities hk 2 Fp and hk�1 2 Fp�r that are far apart and higher order nonzero differentials
d r in the spectral sequence. These long flow lines are paths made up of connecting orbits
where some orbits are considered in the time-reversal flow.
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The motivation for allowing an orbit to be considered in the time-reversal flow comes
from the special cases when M is an orientable surface and, by Theorem 5.3, this orbit
corresponds in the differential matrix to an intersection number ˙1 between two singular-
ities. In this case, by Smale’s First Cancellation Theorem these two singularities may be
canceled. We would be in fact considering in time-reversal, connecting orbits that could
be canceled. In Figure 5.35 we go back to Example 5.5 and compare the flow ' obtained
canceling the two singularities using Smale’s First Cancellation Theorem with the flowe'
associated to the last matrix obtained by the SSSA.

h1k−1

h3k

h2k−1

h4k

ϕ

h1k−1

h4k

ϕ

h1k−1

h3k

h2k−1

h4k

˜ϕ

±1

±1

Smale’s

Sweeping

Cancellation

Figure 5.35: Comparing dynamical cancellation and the SSSA.

5.5 Ordered Cancellation via Spectral Sequences
Let M be a smooth orientable closed 2-dimensional manifold and f W M ! R be a
Morse–Smale function on M . In this setting we provide a study of global continuation
results for flows onM . In order to do that, we make use of a Morse chain complex .C; @/
associated to f enriched with a finest filtration F and the associated spectral sequence
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.Er ; d r /. The main theorems in this section relate nonzero differentials d r to cancella-
tion of critical points using Smale’s First Cancellation Theorem in order to obtain a global
ordered dynamical cancellation algorithm reaching a minimal flow onM . The main refer-
ences for this section are Bertolim, Lima, et al. (2016) and Bertolim, Lima, et al. (2017).

5.5.1 Spectral Sequences of a Filtered Morse Chain Complex with TU
differential

In Section 5.4 we introduced a SSSA, which constructs recursively a family of matrices
f�rgr>0, where �0 D � and �rC1 is obtained from �r through a change of basis de-
termined by some entries on the r-th diagonal of �r called primary pivots and change-
of-basis pivots. We proved that this family of matrices determines the associated spectral
sequence .Er ; d r /. In this section we show that whenever M is a closed orientable sur-
face, we can always adopt a simplified version of the SSSA.More specifically, the changes
of basis are simpler and the leading coefficient of every change of basis is always equal to
1.

Recall that whenever�r
i;j is a change-of-basis pivot on the r-th diagonal of�

r , there
exists a column, namely the t -th column .t < j /, such that�r

i;t is a primary pivot. By Step
B.1 of the SSSA, we must perform a change of basis on�r by adding a linear combination
of all the hk columns to the left of column j to a positive integeru ¤ 0 (leading coefficient)
multiple of the j -th column of �r in order to zero out the entry �r

i;j without introducing
nonzero entries below row i , i.e., �rC1

s;j D 0 for all s > i . However, in this special case
whereM is an orientable closed surface, then the differential of aMorse chain complex has
some important additional properties. In fact, Theorem 5.3 proves that the nonzero entries
of� are either C1 or �1. The matrix� is in fact a totally unimodular (TU) matrix, i.e.,
all submatrices of � have determinant 0, 1, or �1 (see Lemma 5.1 of Bertolim, Lima, et
al. (ibid.)). The following theorem, which is a consequence of Theorem 2.1, Propositions
3.9, 3.11, and Corollary 3.12 of Bertolim, Lima, et al. (ibid.), is a characterization of
the primary pivots and change-of-basis pivots when considering the input of the SSSA
restricted to TU matrices.

Theorem 5.8. (Pivots for TU connection matrices) Suppose that the differential � of the
Morse chain complex is a TU matrix. Then the primary pivots and change-of-basis pivots
obtained when applying the SSSA over Z are all equal to ˙1.

Consequently, it is always possible to choose the particular change of basis which uses
only the t -th and the j -th column of �r . More specifically, we zero out the entry �r

i;j

by adding or subtracting the t -th column to the j -th column of �r . Clearly the minimal
leading coefficient is always equal to 1. Hence, whenM is an orientable closed surface,
Step B.1 can be simplified as presented below.
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B.1 - Change of basis – Surfaces
Suppose �r

ki;j
is a change-of-basis pivot. Let �r

i;t .t < j / be the primary pivot in
row i . Then perform a change of basis on �r by adding or subtracting the t -th column to
the j -th column of �r .

Let k1; k2; : : : be the columns of� associated to k-chains. The kj -th column of�rC1

is associated to the chain

�
kj ;rC1

k
D

jX

`D1

c
kj ;r

`
h

k`

k

„ ƒ‚ …
�

kj ;r

k

˙

tX

`D1

c
kt ;r
`

h
k`

k

„ ƒ‚ …
�

kt ;r

k

D c
kj ;rC1

1 h
k1

k
C c

kj ;rC1

2 h
k2

k
C � � � C c

kj ;rC1

j �1 h
kj �1

k
C c

kj ;rC1

j h
kj

k
;

where ck`;r 2 Z.
Note that we are not assuming that the columns of thematrix� are orderedwith respect

to k.

Example 5.7. Consider a flow on an orientable 2-manifoldM and its associated filtered
Morse complex as illustrated in Figure 5.15. Let� be the matrix of the Morse differential
@with respect to the basis fh1

0; h
2
0; h

3
0; h

4
1; h

5
1; h

6
1; h

7
1; h

8
2; h

9
2; h

10
2 g as in Figure 5.36. Apply-

ing the SSSA to� we obtain the matrices�1,�2,�3,�4,�5, presented in Figures 5.37
to 5.41, respectively.

ByTheorem 5.5, theZ-modulesEr
p;q are determined by the SSSA applied to�. Recall

that the most important idea in order to prove this fact was obtaining a formula for the
module Zr

p;k�p
in terms of the chains �j;r

k
determined by the SSSA. In fact, if k`p

is the
rightmost hk column such that k`p

6 pC 1, i.e. the rightmost hk column associated to a
chain in FpC , then

Zr
p;k�p D ZŒ�k`p ;r�p�1Ck`p �

k`p ;r�p�1Ck`p

k
;

�k`p�1;r�p�1Ck`p�1�
k`p�1;r�p�1Ck`p�1

k
;

: : : ;

�k1;r�p�1Ck1�
k1;r�p�1Ck1

k
�

where �j;� D 0 whenever the primary pivot of column j is below row .p � r C 1/ and
�j;� D 1 otherwise. Moreover, by Theorem 5.6, the SSSA induces the differentials d r

p in
the spectral sequence. More specifically, whenever Er

p and Er
p�r are both nonzero, the

map d r
p W Er

p ! Er
p�r is induced by multiplication by the entry �r

p�rC1;pC1 which is
either a primary pivot or a zero with a column of zero entries below it. Otherwise d r

p is
zero. By Theorem 5.8, the primary pivots in this case are always equal to ˙1, hence the
nonzero d r ’s are always isomorphisms induced by primary pivots. Since the differentials
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Figure 5.36: �

corresponding to primary pivots are isomorphisms, then at the next stage of the spectral
sequence ErC1

p D ErC1
p�r D 0. Note that the differentials associated to change-of-basis

pivots always correspond to zero maps. In fact, if a differential d r
p W Er

p ! Er
p�r corre-

sponds to a change-of-basis pivot, then there is a primary pivot in row p� r in a diagonal
zr < r and thus Er

p�r D 0.
In the remainder of this section we prove that the limit of the spectral sequence is more

closely tied to the homology of the manifold when working on orientable closed surfaces.
Recall that, in the more general setting treated in Section 5.4, where one was interested

in spectral sequences computed over Z of a Morse chain complex associated to a gradient
flow on an n-dimensional manifold, E1 does not determine H�.C / completely. In fact,
it follows from Theorem 5.1 that

E1
p;q Š GH�.C /p;q D

FpHpCq.C /

Fp�1HpCq.C /
:

However, by Theorems 5.6 and 5.8 we have that wheneverM is an orientable closed
surface, the differentials of the spectral sequence are induced by primary pivots, which
are all equal to ˙1. It follows that all the differentials are isomorphisms and, hence, the
modules Er

p;q are free of torsion for all p, q and r > 0. Since the convergence of the
spectral .Er ; d r / is a strong convergence then the modules E1

p;q are free for all p and q.
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Figure 5.37: �1

Consequently, GH�.C /p;q is free for all p and q. Since the filtration is finite,

E1
p;q Š

M

pCqDk

GH�.C /p;q Š HpCq.C /:

We have proved the following theorem.

Theorem 5.9. IfM is a smooth orientable closed 2-dimensional manifold, f W M ! R is
a Morse–Smale function, .C; @/ is a filtered Morse chain complex with the finest filtration,
then for all p and q the modules E1

p;q of the associated spectral sequence are free and

E1
p;q Š HpCq.C /: (5.10)

Clearly, the same result holds for smooth closed n-manifolds, n > 2, whose Morse
differential is a TU matrix.

5.5.2 Global cancellation on Surfaces
Let M be a smooth closed oriented 2-dimensional manifold, f W M ! R be a Morse–
Smale function onM and ' be the negative gradient flow of f . In this section we present
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Figure 5.38: �2

interesting dynamical results obtained from the analysis of the spectral sequence associ-
ated to a filtered Morse complex .C�.f /; @�/. We construct a family of Morse–Smale
flows f'1 D '; '2; : : : ; '!g where 'rC1 is obtained from 'r by canceling the pairs of
critical points corresponding to the algebraic cancellations on the r-th step of the spectral
sequence. This family is a continuation of ' to a minimal flow inM .

As proven in Theorem 5.6, the nonzero differentials of the spectral sequence are in-
duced by pivots produced by the SSSA. Recall that, when working on surfaces, the Morse
differentials are under more limiting conditions than in the general case. More specifi-
cally, by Theorem 5.8 the primary pivots are always equal to ˙1, hence the differentials
d r

p W Er
p ! Er

p�r associated to primary pivots are isomorphisms and the other ones are
zero maps. Note that whenever we mark a primary pivot �r

j �r;j D ˙1 on the r-th di-
agonal of �r , the next step of the spectral sequence produces what we call an algebraic
cancellation, i.e. ErC1

p D ErC1
p�r D 0. In this section we construct a sequence of dynami-

cal cancellations of critical points using Smale’s First Cancellation Theorem which are in
one-to-one correspondence with the sequence of algebraic cancellations of the modules of
the spectral sequence. In order to do that, we use the SSSA.

Theorem 5.10. (Ordered Smale’s Cancellation Theorem via Spectral Sequence) LetM
be a smooth closed oriented 2-dimensional manifold, f W M ! R be a Morse–Smale
function on M , ' be the negative gradient flow of f , .C;�/ be a Morse chain complex
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and F D fFpC g be a finest filtration. If .Er ; d r / is the associated spectral sequence,
then:

1. The sequence of algebraic cancellations of the modules Er are in one-to-one corre-
spondence with a sequence of dynamical cancellations of critical points of f . More
specifically, there exists a sequence of dynamical cancellations of singularities in '
such that, each algebraic cancellation of the modules Er

p , Er
p�r corresponds to a

dynamical cancellation of singularities hk 2 Fp and hk�1 2 Fp�r of '.

2. There exists a family of Morse–Smale flows˚ D f'1 D '; '2; : : : ; '!g where 'rC1

is obtained from 'r by canceling the pairs of critical points corresponding to the
algebraic cancellations in the r-th step of the spectral sequence. Moreover, ˚ is a
continuation and the flow '! is a minimal flow onM .

The gap between two singularities hk to hk�1 of a Morse flow with respect to a fil-
tration F is positive integer number r such that the corresponding chains of the Morse
complex satisfy hk 2 FpC n Fp�1C and hk�1 2 Fp�rC n Fp�r�1C . Note that the or-
der of cancellation in Theorem 5.10 occurs in increasing order of the gap r . Therefore, as
we traverse the diagonals of the differential matrix via the SSSA, in the dynamics longer
and longer connecting orbits are produced (birth of orbits) while shorter connecting orbits
corresponding to the change-of-basis pivots are eliminated (death of orbits). In summary,
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Figure 5.40: �4

longer orbits are born due to the death of shorter ones caused by the cancellation of critical
points determined by the spectral sequence. At the end of this process, we reach a minimal
flow inM .

Example 5.8. Consider the flow on an orientable 2-manifoldM and its associated filtered
Morse complex as illustrated in Figure 5.15, � be the matrix of the Morse differential as
in Figure 5.36 and let �1; �2; �3; �4; �5 be the matrices produced by the SSSA as pre-
sented in Figures 5.37 to 5.41, respectively. ByTheorem 5.6, the primary pivots produced
by the SSSA induce the differentials of the spectral sequence. It follows fromTheorem 5.8
that these pivots are all equal to ˙1 and hence the differentials are all isomorphisms re-
sponsible for algebraic cancellations of the modules of the spectral sequence. By Theo-
rem 5.10, each algebraic cancellation performed by the spectral sequence, corresponds to
a dynamical cancellation of critical points. Figures 5.42 to 5.45 show the family of flows
in a continuation of the flow ' to the minimal flow determined by the spectral sequence.

More specifically:

• The primary pivot �1
3;4 induces the differential d1

3 W E1
3 ! E1

2 , which causes the
algebraic cancellation E2

3 D E2
2 D 0. Moreover, the primary pivot �1

7;8 induces
the differential d1

7 W E1
7 ! E1

6 , which causes the algebraic cancellation E2
7 D

E2
6 D 0. Corresponding to these algebraic cancellations, we have the dynamical

cancellations of the pairs .h3
0; h

4
1/ and .h7

1; h
8
2/, which determine the flow '2 as
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in Figure 5.43. The flow '2 is equal to ' outside a neighborhood of the canceled
critical points and the connections between them. In '2 we note birth of a flow line
from h10

2 to h6
1.

• Since there are no primary pivots on the second diagonal, '2 D '3. See Figure 5.44.

• The primary pivot �3
2;5 induces the differential d3

4 W E3
4 ! E3

1 , which causes the
algebraic cancellationE4

4 D E4
1 D 0. Moreover, the primary pivot�3

6;9 induces the
differential d3

8 W E3
8 ! E3

5 , which causes the algebraic cancellation E4
8 D E4

5 D
0. The corresponding canceled pairs of critical points are .h2

0; h
5
1/ and .h6

1; h
9
2/,

respectively. See Figure 5.45.

In order to prove Theorem 5.10, we construct a family of flows associated to the se-
quence of matrices f�rg produced by the SSSA where the changes of basis caused by
pivots reflect the changes in connecting orbits caused by the cancellation of critical points.
More specifically, the aim is to construct an algebraic-dynamical correspondence where
each change of basis caused by a primary pivot in row p � r C 1 correspond to a change
in connecting orbits caused by the cancellation of hpC1

k
and hp�rC1

k�1
. However, when we

cancel the pair of critical points hpC1

k
and hp�rC1

k�1
, all the connecting orbits between them,

all the ones between hpC1

k
and index k�1 critical points and also the ones between index k
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Figure 5.43: Algebraic-dynamical correspondence detected by �2

critical points and hpCrC1

k�1
disappear while new connecting orbits between the remaining

critical points arise. Hence, in order to construct this algebraic-dynamical correspondence
we consider an auxiliary algorithm, which has the same rules for marking pivots and per-
forms the same changes of basis as the SSSA, but in a different order to reflect the death
and birth of connections. More specifically, if �r

p�rC1;pC1 D ˙1 is a primary pivot
marked in step r of the SSSA, all changes of basis caused by �r

p�rC1;pC1 are performed
in step r C 1. This algorithm, which is a slight change of the SSSA, is called Smale’s
Cancellation Sweeping Algorithm. Smale’s Cancellation Sweeping Algorithm produces
a family of matrices fe�rg where z�0 D �, the definitions of primary pivot and the change
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of basis are the same as in the SSSA. The only difference is that whenever we mark a
primary pivot, all the changes of basis caused by this pivot are performed in the next step.

Smale’s Cancellation Sweeping Algorithm

Smale’s Cancellation Sweeping Algorithm constructs a family of matrices f z�r ; r > 0g



5.5. Ordered Cancellation via Spectral Sequences 249

recursively, where z�0 D �, by performing the same operations as the SSSA but in a
different order. For a fixed r-th diagonal, the method described below must be applied for
all �k simultaneously.

A - Initial step

Without loss of generality, we assume that the first diagonal of � contains nonzero
entries. Whenever the first diagonal contains only zero entries, we define z�1 D
� and we repeat this step until we reach a diagonal of � which contains nonzero
entries.
We construct the matrix z�1 performing the following procedure.

(a) The nonzero entries �i;u of the first diagonal are marked and called primary
pivots.

(b) Without loss of generality, assume that there are nonzero entries in a row i ,
which contains a primary pivot �i;u on the first diagonal. For each nonzero
entry�i;j in row i , consider the entries in column j and in a row s with s > i
in �.
(b1) If there is a primary pivot in an entry in column j and in a row s, with

s > i , then the entry is left unmarked.
(b2) If there are no primary pivots in column j below �i;j then this entry is

marked as a change-of-basis pivot.

At the end of the first step we define a matrix z�1 as�with the primary pivots on the
first diagonal marked and change-of-basis pivots in all the rows that contain primary
pivots on the first diagonal marked.

B - Intermediate step

In this step we consider a matrix z�r with the primary pivots marked on the �-th
diagonal for all � 6 r and the change-of-basis pivots in the rows that have primary
pivots on the r-diagonal marked. We describe how z�rC1 is defined. If there is no
change-of-basis pivot in a row that contains a primary pivot on the r-th diagonal we
go directly to step B.2, that is, we define z�rC1 D z�r with primary and change of
basis pivots marked as in step B.2.

B.1 - Change of basis

Suppose z�r
i;j is a change-of-basis pivot in a row i that contains a primary pivot z�r

i;u

on the r-th diagonal. Then, perform a change of basis on z�r in order to zero out the
entry z�r

i;j without introducing nonzero entries in z�r
s;j for s > i . Once this is done,

we obtain the j -th column of z�rC1. It is a linear combination of columns u and j
of z�r such that z�rC1

i;j D 0. More specifically, for each s D 0; : : : ; i , the entry z�r
s;j
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is added to a multiple ˙1 of the entry z�r
s;u, where u is the column of the primary

pivot in row i , i.e.
z�rC1

s;j D z�r
s;j � z�r

i;j .
z�r

i;u/
�1 z�r

s;u

Once the above procedure is done for all change-of-basis pivots in rows which have
primary pivots on the r-th diagonal of z�r , the matrix z�rC1 has entries determined.
In particular, all the change-of-basis pivots in z�r are zero in z�rC1.

B.2 - Marking �rC1

Consider the matrix defined in the previous step. Without loss of generality, assume
that the diagonal r C 1 contains nonzero entries. We mark the primary pivots and
the change-of-basis pivots in z�rC1 as follows:

Let z�rC1
i;u be a nonzero entry on the diagonal r C 1.

(a) If there is a primary pivot in an entry in column u in a row s with s > i in
z�rC1, i.e. below z�rC1

i;u , then leave the entry unmarked.
(b) Suppose there are no primary pivots in column u. Hence, there are no primary

pivots in row i , otherwise this entry would have been marked as a change-of-
basis pivot in a previous step and z�rC1

i;u would be zero. In this case, z�rC1
i;u is

marked as a primary pivot.
(c) Without loss of generality, assume that the there are nonzero entries in the rows

i , which are the rows with primary pivots in diagonal rC1. For each nonzero
entry z�rC1

i;j on row i , consider the entries in column j and in a row s with
s > i in z�rC1.

(c1) If there is a primary pivot in column j and in a row s, with s > i , then
the entry z�rC1

i;j is left unmarked.

(c2) If there are no primary pivots in column j below z�rC1
i;j then this entry is

marked as a change-of-basis pivot.

Once this step is done we havemarked all primary pivots on diagonal rC1 and
all change-of-basis pivots in rows with primary pivots on the diagonal r C 1

of z�rC1. The matrix z�rC1 is completely determined.

C - Final step

We repeat the above procedure until all diagonals have been considered.

More details on this algorithm can be found in Bertolim, Lima, et al. (2016, 2017).
In Bertolim, Lima, et al. (2016) (Theorem 2.2 and Corollary 5.3), the following result is
proved.



5.5. Ordered Cancellation via Spectral Sequences 251

U

h
p+1

1

h
p−r+1

0

h
j
1

hi0
0

h
j′

1

h0

h
j
1

hi0
0

h
j′

1

h0

Cancellation

ϕ ϕ′

(hp+1

1 , hp−r+1

0 )

U

of the pair

Figure 5.46: Birth and death of connections.

Proposition 5.5 (Primary Pivots Equality Property). LetM be a smooth closed oriented
n-dimensional manifold, f W M ! R be a Morse–Smale function on M and .C;�/
be a Morse chain complex such that � is a TU matrix. Let .Er ; d r / be the spectral
sequence associated to .C;�/ enriched with a finest filtration.The primary pivots marked
when performing the SSSA over Z coincide in value and position with the primary pivots
marked performing Smale’s Cancellation Sweeping Algorithm.

In order to construct the sequence of dynamical cancellations corresponding to the
algebraic cancellations of the SSSA we recursively construct a family of flows f'r ; r D
0; : : : ; !g, where '0 D ' and 'rC1 is obtained from 'r removing the pairs of critical
points hpC1

k
and hp�rC1

k�1
of the flow 'r corresponding to the canceled modules Er

p D

ZŒ�
pC1;r

k
� and Er

p�r D ZŒ�
p�rC1;r

k
� on the r-th page of the spectral sequence, such that

�r
p�rC1;pC1 is a primary pivot on the r-th diagonal of �r . The main idea is to prove

that each algebraic cancellation of the spectral sequence can, in fact, be associated to
a dynamical cancellation. More specifically, we prove that whenever a primary pivot
�r

p�rC1;pC1 on the r-th diagonal of �r is marked, it is actually an intersection number
between two consecutive singularities hpC1

k
and hp�rC1

k�1
of a flow 'r and hence we can

use Smale’s First Cancellation Theorem.
Recall that if hpC1

k
and hp�rC1

k�1
are two consecutive critical points of f such that

n.h
pC1

k
; h

p�rC1

k�1
/ D ˙1, then by Smale’s First Cancellation Theorem these critical points

can be canceled, i.e. there exists a gradient flow '0 which coincides with the flow ' outside

a neighborhood U of fh
pC1

k
; h

p�rC1

k�1
g [ O.u/, whereMh

pC1

k

h
p�rC1

k�1

D fug. See Figure 5.46.

Since '0 coincides with ' outside U , then connections between h`2
q and h`1

q�1, where
`1; `2 … fp C 1; p � r C 1g, which do not intersect U are not changed. Also, their
characteristic signs remain the same after the cancellation in U occurs.

The next proof is inspired in the proof ofTheorems 6.1 and 6.2 of Bertolim, Lima, et al.
(ibid.).
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Proof. (of Theorem 5.10)
Without loss of generality, we assume that all orientations of W u.h2/ are chosen to

be the same and, hence, the orbits inW s.h1/nfh1g have opposite characteristic signs. By
definition, the orbits in W u.h1/nfh1g also have opposite characteristic signs. We use the
notation n.hk ; hk�1; '/ when we refer to the intersection number of hk and hk�1 with
respect to the flow ' and �.'/ when referring to the Morse differential �.M; f;Or/,
where ' is the negative gradient flow associated to the Morse–Smale function f .

Case 1: cancellation of a saddle and a sink.
Let hpC1

1 be a saddle which connects with the sinks hp�rC1
0 and hi0

0 . Suppose that
h

pC1
1 cancels with hp�rC1

0 , and let '0 be the gradient flow which coincides with the flow

' outside a neighborhood U of fh
pC1
1 ; h

p�rC1
0 g [ O.u/, whereMh

pC1
1

h
p�rC1
0

D fug.

For each saddle hj
1 which connects with hp�rC1

0 , the connecting orbit between hpC1
1

and hi0
0 in ' will give place to a connection between hj

1 and hi0
0 in '0. Since the old and

new connections have the same characteristic signs, then

n.h
j
1 ; h

i0
0 ; '

0/ D n.h
j
1 ; h

i0
0 ; '/C n.h

pC1
1 ; h

i0
0 ; '/

Moreover, since '0 coincides with ' outside U , the only intersection numbers that are

altered after cancellation are those n.hj
1 ; h

i0
0 /, where h

j
1 is such thatM

h
j
1

h
p�rC1
0

¤ ;. Each

connection between a source and hpC1
1 in ' will give place to a connection between this

source and the sink hi0
0 in '0.

In order to obtain �.'0/ from �.'/ we must convert the effect of a cancellation of
critical points in ' to �.'/. Define the matrix e� as the matrix obtained from �.'/ by
replacing all each column j by the sum of columns p C 1 and j . Replace the entries
at row p C 1 by zeros. Then �.'0/ is the submatrix of e� which does not contain rows
p � r C 1 and p C 1, neither columns p � r C 1 and p C 1. Note that the operations
to obtain z� are exactly the operations performed in the Smale’s Cancellation Sweeping
Algorithm.

Case 2: cancellation of a source and a saddle.
Analogously to Case 1, consider the case where hp�rC1

1 is a saddle connecting with
sources hpC1

2 and hj0

2 and suppose that hpC1
2 cancels with hp�rC1

1 . The resulting gradient
flow '0 coincides with ' outside a neighborhood V of fh

pC1
2 ; h

p�rC1
1 g [ O.v/, where

M
h

pC1
2

h
p�rC1
1

D fvg.

For each saddle hi
1 connecting with h

pC1
2 in ', the connecting orbit between hpC1

2 and
hi

1 in ' will give place to a connections between h
j0

2 and hi
1 in '0. Then

n.h
j0

2 ; h
i
1; '

0/ D n.h
j0

2 ; h
i
1; '/C n.h

pC1
2 ; hi

1; '/

Moreover, the only intersection numbers altered after the cancellation are then.hj0

2 ; h
i
1/,
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where hi
1 is such thatM

h
pC1
2

hi
1

¤ ;. Each connection between hp�rC1
1 and a sink in ' will

give place to a connection between hj0

2 and this sink in '0.
Once again, we must convert the effect of the cancellation in ' to �.'/ in order to

obtain�.'0/. Let e� be the matrix obtained from�.'/ by replacing each column j by the
sum of columns p C 1 and j . Then �.'0/ is the submatrix of e� which does not contain
rows p�rC1 and pC1, neither columns p�rC1 and pC1. Once more, the operations
to obtain z� are exactly the operations performed in the Smale’s Cancellation Sweeping
Algorithm.

Construction of the family ˚ D f'1 D '; '2; : : : ; '!g.
Let fe�rg be the matrices produced by the Smale’s Cancellation Sweeping Algorithm.

Define '1 D ' and 'rC1 as the flow obtained from 'r by canceling all pairs of critical
points corresponding to pairs of modules Er

p D ZŒ�
pC1;r

k
� and Er

p�r D ZŒ�
p�rC1;r

k
�

such that d r
p is an isomorphism corresponding to the primary pivots �r

p�rC1;pC1 on the
r-th diagonal of e�r . In order to show that these flows are well defined, we must prove that
whenever a primary pivot�r

p�rC1;pC1 on the r-th diagonal of e�r is marked, it is actually
an intersection number between two consecutive singularities hpC1

k
and hp�rC1

k�1
of the

flow 'r and hence they can be canceled by Smale’s cancellation Theorem. The proof is
done by induction on r .

Since '1 D ', then the entries of�.'1/ and e�1 are equal. Without loss of generality,
suppose there is at least one primary pivot on the first diagonal ofe�1 and let�1

j �1;j D ˙1
be a primary pivot. By definition, this primary pivot corresponds to the intersection num-
ber between two singularities hpC1

k
and hp

k�1
of the flow '1, which are consecutive with

respect to the filtrationF since the gap between them is one. By Smale’s First Cancellation
Theorem, we can define a flow '2 by canceling all pairs of critical points as cases 1 and
2 described previously. The matrix �.'2/ is the submatrix obtained from e�2 removing
the columns and rows corresponding to the canceled singularities. Each entry of �.'2/
is an intersection number between two singularities of '2 and, consequently, each entry
of e�2 which is not in rows and columns p � r C 1 and p C 1 is an intersection number
between two singularities of '2. Note that two singularities h`

k
and h`�2

k�1
of '2 with gap

two in the filtration F are consecutive in the flow '2 since all the gap 1 singularities have
been canceled in the previous stage.

Now suppose that in the flow 'r each entry of �.'r / is an intersection number of
consecutive singularities and �.'r / is a submatrix of e�r obtained removing rows and
columns corresponding to the canceled singularities in steps 1; : : : ; r � 1. Hence, each
entry of the e�r which is not in rows and columns corresponding to the canceled singu-
larities in steps 1; : : : ; r � 1 is an intersection number of consecutive singularities. In
particular, each primary pivot �r

p�rC1;pC1 on the diagonal r of e�r corresponds to the
intersection number of consecutive singularities hpC1

k
and hp�rC1

k�1
of 'r and the differen-

tial matrix �.'r / does not contain columns and rows of e�r corresponding to all primary
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pivots marked until the diagonal r � 1. These singularities correspond to all pairs of sin-
gularities of ' with gap less than or equal to r � 1. Hence, singularities hi

k
and hi�r

k�1
of

'r with gap r with respect to the filtration F are consecutive in the flow 'r . It follows
that a pair of singularities hpC1

k
and hp�rC1

k�1
such that �r

p�rC1;pC1 is a primary pivot on
diagonal r of e�r can be canceled by Smale’s First CancellationTheorem. Let 'rC1 be the
flow obtained from 'r by canceling all pairs hpC1

k
and hp�rC1

k�1
such that�r

p�rC1;pC1 is a
primary pivot on diagonal r of e�r . It follows from Cases 1 and 2 that the differential ma-
trix �.'rC1/ is a submatrix of e�rC1 which does not contain columns and rows of e�rC1

corresponding to all primary pivots marked in steps 1; : : : ; r .
Algebraic-dynamical correspondence.
Consider an algebraic cancellation ErC1

p D ErC1
p�r D 0 associated to a primary pivot

�r
p�rC1;pC1 D ˙1 on the r-th diagonal of the matrix �r produced by the SSSA. More

specifically, row p� rC1 is associated to the chain hp�rC1

k�1
2 Fp�rCk�1 nFp�r�1Ck�1

and the column p C 1 is associated to the chain hpC1

k
2 FpCk n Fp�1Ck in the filtered

Morse chain complex associated to f . Let hpC1

k
and hp�rC1

k�1
be the two corresponding

singularities in flow 'r from the family ˚ . By the Primary Pivots Equality Property 5.5,
if �r

p�rC1;pC1 D ˙1 is a primary pivot then e�r
p�rC1;pC1 D ˙1 is also a primary pivot

in Smale’s Cancellation Sweeping Algorithm. By the previous construction,�r
p�rC1;pC1

is an intersection number of the two consecutive singularities hpC1

k
and hp�rC1

k�1
of 'r .

By Smale’s Cancellation Theorem, there is a dynamical cancellation of this pair of critical
points.

Continuation to a minimal flow
The flow 'r clearly continues to 'rC1 for all r .
The spectral sequence converges when the last algebraic cancellation occurs. By The-

orems 5.5 and 5.6, this happens when the last primary pivot is swept on the SSSA and, by
Theorem 5.9, the last chain complex coincides with the homology ofM . By the Primary
Pivots Equality Property 5.5, this corresponds to the last primary pivot in Smale’s Can-
cellation Sweeping Algorithm, which happens after the last dynamical cancellation and
the differential matrix associated to '! is a null matrix. By the algebraic-dynamical cor-
respondence, the singularities in '! are in one-to-one correspondence with the nonzero
modules of the spectral sequence. Consequently, '! has exactly one index k singularity
for each generator of the k-th homology of the last chain complex and, hence, '! is the
minimal flow. Thus, we constructed, via the spectral sequence, a continuation from 'f to
the minimal flow '! .

5.5.3 Higher Dimensional Cancellation Theorem
Let M be a smooth closed oriented n-dimensional manifold, f W M ! R be a Morse–
Smale function onM and .C;�/ be a Morse chain complex such that � is a TU matrix.
Let .Er ; d r / be the spectral sequence associated to .C;�/ enriched with a finest filtration.
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It was proved in Section 5.4 that the SSSA applied to� of an n-dimensional complex
C , generates a sequence of matrices f�rg that determines the generators of the modules
Er and the differentials d r of the associated spectral sequence. We emphasize that these
algebraic results hold without dimensional restrictions for M . Moreover, the simplified
SSSA presented in Section 5.5.1 as well as Theorem 5.8, Proposition 5.5 andTheorem 5.9
also apply to n-dimensional manifolds as long as the differential � is a TU matrix.

This raises the question under which hypothesis dynamical results as the ones obtained
in Theorem 5.10 also hold for n-dimensional manifolds. More specifically, up to what
point a sequence of algebraic cancellations in .Er ; d r / determines a sequence of dynam-
ical cancellations in a parameterized family of flows. This question is answered for n-
manifolds with n > 6 in Theorem 5.11, which was proved in Bertolim, Lima, et al. (2017).

Theorem 5.11. Let M be a simply connected n-manifold with n > 6, f W M ! R

be a Morse–Smale function on M and ' be the flow associated to the vector field �rf .
Consider .C;�/ the Morse chain complex associated to f and assume that � is a totally
unimodular matrix,

#Critj .f / D

�
1; j D 0; n
0; j D 1; n � 1

;

Crit2.f / contains only disconnecting critical points and Critn�2.f / contains only con-
necting critical points. If .Er ; d r / is the associated spectral sequence for the finest filtra-
tion F D fFpC g defined by f , then:

(a) There exists a sequence of Morse–Smale flows f'1 D '; '2; : : : ; '!g where 'r

continues to 'rC1.

(b) The algebraic cancellations of the modules Er of the spectral sequence are in one-
to-one correspondence with dynamical cancellations of critical points of f .

(c) The flow '! is the minimal flow on M associated associated to a perfect Morse–
Smale function.

The proof ofTheorem 5.11 requires that the regular level sets of each flow in the family
is simply connected. One way to guarantee this condition is making use of Theorem 3.2
of Cruz and de Rezende (1999), which shows the effect of the attachment of a handle
corresponding to a critical point of index k on the Betti numbers ˇi of the boundaries on
n-manifolds. Recall that an index k critical point is of type disconnecting if it increases ˇk

and it is of type connecting if it decreases ˇk�1. More specifically, a connecting critical
point of index 2 decreases ˇ1 by one and a disconnecting critical point of index n � 2
increases ˇ1 D ˇn�2 by one.

The dimensional restriction, n > 6 is required to make use of the Smale’s Second Can-
cellation Theorem, see Theorem 6.4 of Milnor (2015). In fact, even when the intersection
number between two singularities on a n-dimensional manifold, n > 2, is equal to ˙1,
there may be several connecting orbits between them. The Smale’s Second Cancellation
Theorem guarantees that whenever the intersection number between two critical points x
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and y is ˙1, the flow can be modified locally so that the connection between x and y is a
unique flow line.

For more details on the proof of this theorem, see Bertolim, Lima, et al. (2017), Theo-
rems 1.1 and 1.2.

5.6 Other related application
The discovery of the SSSA marks the beginning of a systematic study of the dynamical
implications detected by the algebraic behavior of a spectral sequence.

In proving the PathsTheoremwe draw a parallel between ”long flow lines” connecting
consecutive singularities hk 2 Fp and hk�1 2 Fp�r that are far apart and higher order
nonzero differentials d r in the spectral sequence. These long flow lines are paths made up
of connecting orbits where some orbits are considered in the time-reversal flow.

One of the main results herein is a dynamical interpretation of the unfolding of a spec-
tral sequence, proving the existence of a continuation of the flow where the dynamical
cancellations of critical points are in one-to-one correspondence to the algebraic cancel-
lations within the spectral sequence. This algebraic technique provides all the history of
cancellations, birth and death of orbits in a continuation from the initial flow to a minimal
flow on the manifold.

A natural extension of this work is a generalization of the SSSA,Theorems 5.5 and 5.6
for connection matrices associated to more general Morse decompositions, which would
allow an exploration of the dynamical implications derived from the study of spectral
sequences in settings with richer invariant sets such as periodic orbits and degenerate sin-
gularities. The first step in this direction was given in Section 7 of Bertolim, Lima, et
al. (2016), where the authors consider a filtered Morse chain complex with an arbitrary
coarser filtration. In Lima, de Rezende, and da Silveira (2023) these results were used in
the exploration of dynamical implications of a spectral sequence analysis of a filtered chain
complex associated to a nonsingular Morse–Smale flow on a closed orientable 3-manifold
M 3.

An interesting result that also arises from the analysis of a filtered Morse complex
and the associated spectral sequence, but now considering Z2 coefficients, is presented in
Franzosa, de Rezende, and da Silveira (2014). It relates the changes in generators of the
modules of the spectral sequence to bifurcation behavior in the flow. As the SSSA sweeps
the Morse differential, which is a special case of connection matrix (for more details see
Franzosa (1986), Franzosa (1989), Salamon (1990)), it creates a family of connection
matrices f�rg and transition matrices fT rg, see Franzosa and Mischaikow (1998), corre-
sponding to the changes in generators of the modules Er of the spectral sequence. This
algebraic procedure is interpreted as a continuation of the flow where the transition matri-
ces produce information on the bifurcation behavior, see Figure 5.47.

In Franzosa, de Rezende, and da Silveira (2014), the authors introduce directed graphs
called flow schematics and bifurcation schematics reflecting the bifurcations that could oc-
cur if the sequence of connection matrices and transition matrices is realized in a continua-
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Figure 5.47: Bifurcation corresponding to changes in generators of the modules of the
spectral sequence associated to the Morse complex of the initial flow.

tion of a Morse decomposition. Finally, a theorem of dynamical interpretation establishes
conditions on a family of flows under which a continuation could occur.



6 Homotopical
Applications for

Circle Valued
Morse Functions

Thegoal of this chapter is to demonstrate the extensive applicability of the homotopical and
homological tools that have been developed in the preceding chapters. In the context of
circle valued Morse functions, circular Lyapunov functions and describing the associated
negative gradient flow through a chain complex, many results presented in the earlier
chapters carry over. By doing so, we aim to illustrate the power and versatility of these
mathematical tools and inspire their further exploration and development.

LetM be a closed smooth connected n-manifold and f W M ! S1 be a smooth map
fromM to the one-dimensional sphere1. Since S1 is locally diffeomorphic to R, then for
each point x of M there exists a neighborhood V of f .x/ in S1 which is diffeomorphic
to an open interval of R. Hence, the map f jf �1.V / is identified to a smooth map from
f �1.V / to R and, consequently, we are able to define the concepts of nondegenerate
critical points, Morse index, gradient-like vector fields as in the classical case of smooth
real valued function. A smooth map f W M ! S1 is a circle valued Morse function if all
its critical points are nondegenerate. The set of critical points of f is denoted by Crit.f /
and Critk.f / is the set of critical points of f of index k.

Consider the exponential function Exp W R ! S1 given by t 7! e2�it and the infinite
cyclic covering E W M ! M induced by f W M ! S1 from the universal covering

1S1 is viewed as the submanifold f.x; y/ 2 R2 j x2 C y2 D 1g and endowed with the corresponding
smooth structure.
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Exp. Let t be the generator of the structure group of .M;E/. We have the following
commutative diagram:

M
F

//

E

��

R

Exp
��

M
f

// S1

where the map F W M ! R is such that F.tx/ D F.x/ � 1 for all x 2 M . Moreover, f
is a circle valued Morse function if and only if F is a real valued Morse function. Note
that if Crit.F / is non empty then it has infinite cardinality. If M is non compact, we
can not make use of classical Morse theory to study F , however, if we restrict F to a
fundamental cobordism W of M , which is compact, then techniques of Morse theory
can be applied. Given a regular value a of F , the fundamental cobordism W is defined
as W D F �1.Œa � 1; a�/. Hence, W is a cobordism with both boundary components
diffeomorphic to V . The cobordism W can be viewed as the manifold M obtained by
cutting along the submanifold V D f �1.˛/, where ˛ D Exp.a/.

In Section 6.1, similar results to those in Chapter 4 on Lyapunov functions for flows
on compact manifolds are presented for circle valued Lyapunov functions.

In Section 6.2, we present dynamical results obtained from the exploration of the ho-
mological description given by a chain complex associated to a circle valued Morse func-
tion using algebraic techniques similar to the ones developed in Chapter 5. We consider
the case of a circular Morse function f W M ! S1 on a closed orientable surface M ,
.N�.f /;�/ and the Novikov complex associated to f , whose modules are freely gener-
ated by the critical points of f , over the ring Z..t// of Laurent series in one variable with
integer coefficients and finite negative part. In this context we introduce an associated
spectral sequence .Er ; d r /, with the aim of exploring the changes in the generators of the
modulesEr and in the differentials d r in order to understand possible continuations of the
flow given by cancellations of critical points within a family ff rg of circle valued Morse
functions. Specifically, as we “flip through the pages” of the spectral sequence, i.e., pro-
gressively consider the modulesEr , we prove that each algebraic cancellation that occurs
between two modules Er , traced by the SSSA, corresponds to a dynamic cancellation of
a pair of critical points of f r . The unfolding of the spectral sequence and the algebraic
cancellations provide a history of the birth and death of orbits in 'r due to consecutive
cancellations of critical points of f r . Furthermore, it is possible to detect all periodic
orbits that arise within the family ff rg.

6.1 Circular Morse Graph
Our goal is to extend to the Novikov theory context, the notion of Lyapunov functions.
Let � be a flow on a closed manifoldM andR be the chain recurrent set associated to �.
Let f W M ! S1 be a C1 circle valued function, a 2 S1 be a regular value of f and
W D F �1.Œa�1; a�/ the fundamental cobordism associated to f , as shown in Figure 6.1.
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F |W

a

a− 1

W = int(M − f−1(a))

a

Collapse

Eλ

Γ̄

M

f : M → S1Γ

Collapse

Γ

Figure 6.1: W is a fundamental cobordism

In this setting, W is a compact manifold with boundary endowed with the semiflow
˚ jW which is the restriction toW of the lifting ˚ of the flow �. And since a is a regular
value, ˚ jW is transverse to the boundary. See Ledesma, Manzoli Neto, de Rezende, and
Vago (2018) for more details.

Definition 6.1. The circle valued function f W M ! S1 is said to be a circular Lyapunov
function onM associated to �, if

1. the image by f of each connected component of the chain recurrent set R.�/ is a
constant;

2. on each fundamental cobordism W , F jW decreases along the semiorbits, that is, if
x 62 R.˚/ and Nx 2 E�1.x/, then F jW .˚. Nx; t// < F jW .˚. Nx; s// whenever
t > s and ˚.f Nxg � Œs; t �/ 2 W .

Definition 6.2. A circular Lyapunov function f onM is called a finite circular Lyapunov
function if the chain recurrent set R.�/ of the flow � associated to f consists of finitely
many chain transitive pieces.

Let g W M ! P , where P D R or S1 be a continuous function. Let � denote the
equivalence relation for points of M given by: x � y if x and y belong to the same
connected component of a level-set of f and let � denote the set of the associated equiv-
alence classes. Finally, let collapse denote the mapM ! � projecting each point ofM
onto its equivalence class. If � is endowed with the quotient topology with respect to
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the quotient map collapse, then there exists a well defined map Og W � ! P making the
following diagram commute, in which all the appearing functions are continuous.

M
g

//

col lapse

��

P

�

Og

>>
⑥
⑥
⑥
⑥
⑥
⑥
⑥
⑥

LetM be a compactmanifold. Let f W M ! S1 be a finite circular Lyapunov function.
Let E be a cyclic connected cover ofM , Exp denote the exponential function and F be
a lift of f . Denote by � (resp. by ˚ ) the flow defined onM (resp. M ) associated to f
(resp. F ). Then, the following diagram is commutative

F W M
col lapse1

�! �
OF

�! R

# E # � # Exp

f W M
collapse2
�! �

Of
�! S1

in which � is a finite connected one dimensional CW complex and all the vertical maps
are local homeomorphisms.

By assumption there are finitely many critical values fci g
n
iD1 where n > 1. Then

again Of �1
�
S1 n .[n

iD1fci g/
�
consists of finitely many open intervals. These intervals are

contained in the future edges of � .
Let A D Of �1 .Œci � �; ci � ��/. Note that A is made of finitely many components

and only one component Ar of A contains a critical component (of f -level ci ) containing
points of R.�/. Combining this fact with the previous observations, we have that Ar is
homeomorphic to a compact small neighbourhood of a vertex with finite degree d > 1,
while all the other components of A consist of compact intervals (not containing any ver-
tex). Therefore, � is a standard finite graph and by construction � is an infinite graph
with infinitely many vertices with finite degree. In particular, for any regular F -level
Na such that Exp. Na/ D a, we have that OF �1 .� Na � 1; NaŒ/ is a graph with dangling edges,
homeomorphic to � n Of �1 .a/.

Definition 6.3. Using the above notation, let us provide � with the orientation induced by
the orientation of the flow � defined onM . Since f is finite circular Lyapunov function,
we call � a circular Lyapunov digraph associated to the function f onM .

Finally, one enriches the information carried by a circular digraph by labelling

• each edge of the graph by the list fˇ0 D 1; ˇ1; : : : ; ˇn�2; ˇn�1 D 1g of the Betti
numbers of the corresponding level (note that if M is orientable, then for all j D
0; : : : ; n � 1, one has, by the Poincaré duality, ˇj D ˇn�1�j );

• each vertex of the graph by the list fh0.v/; : : : ; hn.v/g, corresponding to numerical
Conley indices of an isolated invariant set corresponding to the vertex.
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The following theorem provides local and global properties of circular Lyapunov di-
graphs.

Theorem 6.1. Let M be a connected, closed, smooth n-manifold. Let � be a smooth
flow on M with finite circular Lyapunov function f W M ! S1 such that f is non
homotopically trivial. Let � be a circular Lyapunov digraph associated to f and v be a
vertex in � . Then:

1. (Local conditions) The number of exiting and entering edges of v, respectively de-
noted by e�.v/ and eC.v/, satisfy:

(a) e�.v/ 6 h1.v/C 1;
(b) eC.v/ 6 .h1.v//

� C 1 (where � indicates the index of the time-reversed flow).

2. (Global conditions) 1 6 ˇ.� / 6 g.M/;

For the complete proof of Theorem 6.1, see Ledesma, Manzoli Neto, de Rezende, and
Vago (2018).

6.1.1 Circular Lyapunov digraphs for Surfaces
Let us now turn our attention to surfaces, both orientable and nonorientable, with circular
Lyapunov functions. We adopt the notationM D nT 2 to mean an orientable surface of
genus n i.e., a connected sum of n tori for n > 0. If the surface is nonorientable of genus n
we denote byM D nRP 2, the connected sum of n projective planes. Since � > 1, these
are the surfaces that admit circular flows. Let v be labelled with the numerical Conley
indices .h0; h1; h2/ and define its genus by:

gv D

(
.�h2 C h1 � h0 � ev C 2/

2
ifM is orientable

�h2 C h1 � h0 � ev C 2 ifM is nonorientable
The following theorem is a complete characterization of circular Lyapunov digraphs for
surfaces. See Ledesma, Manzoli Neto, de Rezende, and Vago (ibid.) for more details and
the proof.

Theorem 6.2. Let M be a compact connected surface and � be a connected digraph
whose vertices are labelled with .h0; h1; h2/ 2 N3. Then � is the circular Lyapunov
digraph associated with a smooth flow onM with a finite-component chain recurrent set
and a circular Lyapunov function f if and only if the following conditions are satisfied.

1. (Local conditions) The labels of all vertices v satisfy the Poincaré–Hopf inequali-
ties:

eC
v 6 h1 C 1; e�

v 6 h1 C 1; eC
v C e�

v 6 h1 � h2 � h0 C 2

where the latter inequality is strict if v corresponds to a chain recurrent component
inside a non-orientable surface with boundary. Furthermore, if eC

v D 0 (e�
v D 0),

then h2 D 1 (h0 D 1), otherwise h2 D 0 (h0 D 0).
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2. (Global condition) The genus ofM is given by
(

ˇ.�/C
PV

iD1 gvi
ifM is orientable

2ˇ.�/C
PV

iD1 gvi
ifM is nonorientable

where the sums are taken over all of the V vertices of �.

The following is an example of a circular Lyapunov digraph and the associated smooth
circular flow on a bitorus.

Example 6.1. In Figure 6.2, we have a smooth flow defined onM D 2T 2. It has four sin-
gularities, a repelling singularity, for which .h0; h1; h2/ D .0; 0; 1/, a saddle singularity,
for which .h0; h1; h2/ D .0; 1; 0/, a monkey saddle, for which .h0; h1; h2/ D .0; 2; 0/,
and a periodic orbit, for which .h0; h1; h2/ D .0; 0; 0/. Therefore the circular Lyapunov
digraph � associated with the given circular Lyapunov function has four vertices v1,
v2, v3 and v4, corresponding to repelling singularity, saddle singularity, monkey sad-
dle singularity and the periodic orbit, respectively, and labelled by the corresponding
triple .h0; h1; h2/. Each v1, v2, v3 and v4 have genus 0. The digraph � has cycle rank
ˇ.�/ D 2 > .M/.

E

Collapse

F̂

C BA

BA C

C BA

BA C

Collapse

λ

f : M → S1

v3

v2

v1

v4

Figure 6.2: Smooth flow, circular Lyapunov function, fundamental cobordism and associ-
ated digraphs.
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6.2 Global cancellation for circle valued Morse functions
Inspired by the SSSA introduced in Chapter 5 and the interesting dynamical results that
arise from the application of this new homological technique, in this section we introduce
the SSSA for a Novikov complex .N�.f /;�/ associated to a circle valuedMorse function
f W M ! S1.

6.2.1 Novikov chain complex
In this section, we introduce the Novikov complex for a circle valued Morse function
f W M ! S1 on a closed connected manifoldM . Further details on Novikov Theory can
be found in Pajitnov (2008). Also, we prove a characterization of the Novikov differential
in the case where M is an orientable surface, which is essential for both dynamical and
algebraic results. The main reference herein is Lima, Manzoli Neto, de Rezende, and da
Silveira (2017).

Recall that the concepts of nondegenerate critical points, Morse index, gradient-like
vector fields are defined as in the classical case of smooth real valued Morse functions.
Also analogously to the classical case, we assume that the circle valuedMorse functions f
are such that the vector field v D �rf satisfies the transversality condition, i.e., the lift of
v toM satisfies the classical transversality condition of unstable and stable manifolds. We
denote by v the lift of v toM and arbitrarily choose orientations for all unstable manifolds
W u.p/ of critical points of f .

However, if Crit.F / is non empty then it has infinite cardinality. Hence, ifM is not
compact it is not possible to construct a Morse complex and apply the usual Morse theory
to F . The way to overcome this difficulty, which we present here, is the Novikov theory,
constructed by S.P. Novikov in the early 1980’s. This theory associates to each circle
valued Morse function f W M ! S1 such that the gradient v satisfies the transversality
condition, the Novikov chain complex .N�.f /; @/.

We start describing the ring of the coefficients of the Novikov modules. Denote by
ZŒt; t�1� the Laurent polynomial ring. Let Z..t// be the set of all Laurent series

� D
X

i2Z

ai t
i

in one variable with coefficients ai 2 Z, such that the part of � with negative exponents
is finite, i.e., there exists n.�/ such that ak D 0 if k < n.�/. The set Z..t// has a
natural structure of a commutative ring such that the inclusion ZŒt; t�1� � Z..t// is a
homomorphism. Moreover, by Theorem 2.4 of Pajitnov (2008), Z..t// is a Euclidean
ring.

For each pair of critical points p 2 Critk.f / and q 2 Critk�1.f /, the Novikov inci-
dence coefficient between p and q is defined as

N.p; qIf / D
X

`2Z

n.p; t`qI v/t`;
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where n.p; t`qI v/ is the intersection number between the critical points p and t`q of F ,
i.e., it is the number of the flow lines of v from p to t`q, counted with signs, considering
the orientations on the unstable manifoldsW u.p/ andW u.t`q/, as defined in Section 5.3.

Let Nk be the Z..t//-module freely generated by the set Critk.f / of index k critical
points of f . The the k-th Novikov boundary operator or Novikov differential is the map
@k W Nk ! Nk�1, defined on a generator p 2 Critk.f / by

@k.p/ D
X

q2Critk�1.f /

N.p; qIf /q

and extended to all chains by linearity. By Proposition 1.3 of Pajitnov (ibid.) we have that
@k ı @kC1 D 0 and hence .N�.f /; @/ is a chain complex, which is called the Novikov
complex associated to the pair .f; v/.

The following proposition is proved in Pajitnov (ibid.), Theorem 1.8.

Proposition 6.1. Let M be a closed manifold, f W M ! S1 be a circle valued Morse
function and v D �rf satisfying the transversality condition. Then for every k we have

Hk.N�.f /; @/ D Hk.M/
O

ZŒt;t�1�

Z..t//:

Fixing a set of orientations for the unstable manifolds and an ordered basis of chains
corresponding to critical points of f we can associate the Novikov differential @ to a
matrix � where the columns correspond to generators p; q 2 Crit.f / of the chains and
the entries are the coefficients N.p; qIf / of the Novikov differential @. Without loss of
generality, one assumes the chains corresponding to critical points of the basis are chosen
in increasing order of their Morse indices, hence the columns of � are also ordered with
respect to the Morse indices of the critical points and � is as in Figure 6.3.

∆k−1

∆k

∆k+1

∆k+2

Nk
Nk−1 Nk+1 Nk+2 NnN0

Nk−1

Nk−2

Nk

Nk+1

Nn

N0

0

0

0

0

0

...

...

· · · · · ·

. . .

. . .

Figure 6.3: Novikov differential matrix - matricial representation of @.
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Example 6.2. Consider a negative gradient flow of a circle valued Morse function f de-
fined on the torus T 2, a regular value of f , a, and the chosen orientations for the unstable
manifolds of the critical points of f , as in Figure 6.4.

h
1
0

h
2
0

h
4
1

h
3
1

h
6
1

h
5
1

h
8
2

h
7
2

f−1(a)

Figure 6.4: circle valued Morse function on the torus - Figure from Lima, Manzoli Neto,
de Rezende, and da Silveira (2017).

The generators of N0 are fh1
0; h

2
0g, the generators of N1 are fh3

1; h
4
1; h

5
1; h

6
1g and the

generators of N2 are fh7
2; h

8
2g. The Novikov differential associated to @ is presented in

Figure 6.5.

We are interested in the case whereM is an orientable surface. In this case, the nonzero
entries of the matrix � are in block �1, which corresponds to connections from saddles
to sinks, and block �2, which corresponds to connections from sources to saddles. The
block �1 (respectively, �2) is referred to as the first block (respectively, second block)
of �. From this point on, we use the notation � to denote interchangeably the Novikov
differential @ and its matrix representation.

The following two results provide a characterization of the Novikov differential �
whenM is an orientable surface. In order prove these results, we must introduce a funda-
mental domain forM and f . Recall that, ifM is non compact, one can not apply classical
Morse theory to study F , however, we can restrict F to a fundamental cobordism W of
M . A cobordism W D F �1.Œa � 1I aC ��/, where a is a regular value of F and � 2 N,
is said to be a fundamental domain for .M; f / ifW contains a lift of each orbit of v from
p to q for every pair of critical points p 2 Critk.f / and q 2 Critk�1.f /.

Theorem 6.3. Let M be a smooth orientable closed surface, f W M ! S1 be a circle
valued Morse function onM and .N�.f /;�/ be a Novikov complex associated to f . The
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Figure 6.5: Novikov differential.

Novikov incidence coefficient N.p; qIf / is either zero, a monomial ˙t` or a binomial
t`1 � t`2 .

Proof. The proof makes use of Theorem 5.3, however it holds only in the setting of a
Morse function on a closed surface. In order to construct the necessary setting, consider a
fundamental domain W� D F �1.Œa � 1; aC ��/, which is an orientable compact surface
with boundary @W�. If @W� D ;, we define eW � D W�. Otherwise, since @W �

�
D

F �1.a � 1/ and @W C
�

D F �1.a C �/, we define eW � as the surface obtained from W�

by gluing a 2-dimensional disk D2 to each connected component of @W� through the
boundary of D2. Moreover, one can assume that each of the disks contains a unique
nondegenerate singularity: a source if the disk is glued to @W C

�
and a sink if the disk is

glued to @W �
�
. The extension of Morse function F W W� ! R to the Morse function

eF W eW � ! R on the closed surface eW � gives us the necessary setting.
Now let p and q be critical points of f of Morse indices k and k � 1 respectively.

Since, each flow line from p to q lifts to W�, then N.p; qIf / can be obtained by analyz-
ing eW �. By Theorem 5.3, n.p; t`qI v/ is zero when there are two flow lines from p to
t`q and it is �1 or C1, when there is one flow line from p to t`q. Hence the Novikov
incidence coefficientN.p; qIf / is either 0, if there are two flow lines between p and q in
v intersecting f �1.a/ the same number of times, it is˙t`, if there is only one flow line be-
tween p and q intersecting ` times f �1.a/ or t`1 � t`2 , if there are two flow lines between
p and q in v, one intersecting `1 times and the other intersecting `2 times f �1.a/.

Corollary 6.1. (Characterization of the Novikov differential) Let M be a smooth ori-
entable closed surface, f W M ! S1 be a circle valued Morse function and .N�.f /;�/
be the associated Novikov complex. Suppose that the orientation on the unstable manifold
of all critical points of index 2 are chosen consistently. Then there are three possibilities
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for either a column or a row of � corresponding to a 1-chain:

(1) all entries are zero.

(2) there is exactly one nonzero entry, which is a binomial t`1 � t`2 , `1; `2 2 Z.

(3) there are exactly two nonzero entries, which are monomials t`1 and �t`2 , `1; `2 2
Z.

(4) there is exactly one nonzero entry, which is a monomial t`, ` 2 Z.

Proof. Suppose f has at least one critical point hj
1 of index 1 and suppose its correspond-

ing chain is the j -th element in the chosen ordered basis. Hence, there are exactly two
flow lines whose !-limit (respectively, ˛-limit) sets are this saddle. Since orientations on
the unstable manifolds of all critical points of index 2 are chosen consistently, the flow
lines associated to this stable manifold (respectively, unstable manifold) of a saddle have
opposite characteristic signs. Consequently, there are at most two nonzero entries in row
j (respectively, column j ). It follows that:

1. If there are two flow lines between the saddle hj
1 and a sink hi

0 intersecting a regular
level set f �1.a/ ` times, then N.hj

1 ; h
i
0If / D t` � t` D 0. Analogously, if there

are two flow lines between a source hi
2 and the saddle h

j
1 intersecting a regular level

set f �1.a/ ` times, then N.hi
2; h

j
1 If / D 0.

2. If there is one flow line between the saddle hj
1 and a sink hi

0 intersecting f �1.a/

`1 times, and one flow line between hj
1 and a sink hi 0

0 intersecting f �1.a/ `2 times
then:

• N.hj
1 ; h

i
0If / D ˙t`1 and N.hj

1 ; h
i 0

0 If / D �t`2 if i ¤ i 0;

• N.hj
1 ; h

i
0If / D ˙t`1 � t`2 if i D i 0.

Analogously, if there is one flow line between a source hi
2 and the saddle h

j
1 inter-

secting f �1.a/ `1 times, and one flow line between a source hi 0

2 and the saddle hj
1

intersecting f �1.a/ `2 times then:

• N.hi
2; h

j
1 If / D ˙t`1 and N.hi 0

2 ; h
j
1 If / D �t`2 if i ¤ i 0;

• N.hi
2; h

j
1 If / D ˙t`1 � t`2 if i D i 0.

3. Finally,

• if there is one flow line between the saddle hj
1 and a sink hi

0 intersecting
f �1.a/ ` times, and one flow line between hj

1 and an attractor periodic or-
bit, then N.hj

1 ; h
i
0If / D ˙t`;



6.2. Global cancellation for circle valued Morse functions 269

• if there is one flow line between a source hi
2 and the saddle hj

1 intersecting
f �1.a/ ` times, and one flow line between hj

1 and a repeller periodic orbit,
then N.hi

2; h
j
1 If / D ˙t`.

6.2.2 Spectral Sequence Sweeping Algorithm for a Novikov Complex

LetM be a closed orientable surface, f be a circle valuedMorse function onM , .N�.f /;�/
be a Novikov complex and F D fFpN g be a filtration on this complex defined by

FpN D Z..t//
h
h1

k1
; h2

k2
: : : ; h

pC1

kpC1

i
: (6.1)

The filtration F is clearly a finest filtration. Since F is bounded below and convergent,
by Theorem 5.1 there exists a convergent spectral sequence with

E0
p;q D FpNpCq=Fp�1NpCq D G.N /p;q ;

E1
p;q Š H.pCq/.FpNpCq=Fp�1NpCq/;

E1
p;q Š GH�.N /p;q D

FpHpCq.N /

Fp�1HpCq.N /

and, for all r > 0,

Er
p;q D Zr

p;q=.Z
r�1
p�1;qC1 C @Zr�1

pCr�1;q�rC2/;

where
Zr

p;q D fc 2 FpNpCq j @c 2 Fp�rNpCq�1g:

A square matrix is called a Novikov matrix if it is a strictly upper triangular matrix
with square zero and entries in the ring Z..t//. In particular, a Novikov differential is a
Novikov matrix.

Inspired by the SSSA defined in Section 5.4, in this section, we introduce the SSSA
for a Novikov differential associated to a Novikov complex .N�.f /;�/ on an orientable
surface. The SSSA has as its output a family of Novikov matrices f�r ; r > 0g recursively
constructed, where �0 D � and �rC1 is obtained from �r through a change of basis
determined by the pivots on the r-th diagonal of �r .

Spectral Sequence Sweeping Algorithm for a Novikov matrix
As in Section 5.4, for each r-th diagonal, the method described below must be ap-

plied for all �k , k D 0; 1; 2 simultaneously. Steps A and B.2, which are responsible for
marking pivots are identical to the SSSA for aMorse differential. Step C is also performed
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identically. However, since the entries on a Novikov matrix are inZ..t//, Step B.1, which
is when the algorithm performs the changes of basis, must be different.

B.1 - Change of basis - SSSA for Novikov Matrices
In this step we consider a matrix �r with the primary and change-of-basis pivots

marked on the �-th diagonal for all � 6 r . This step describes how the entries of�rC1 are
determined.

Suppose�r
i;j is a change-of-basis pivot on the r-th diagonal. Since there is a change-

of-basis pivot in row i , then there must be a column, namely u-th column, associated
to a k-chain such that u < j and�r

i;u is a primary pivot. Then, perform a change of
basis in �r in order to zero out the entry �r

i;j without introducing nonzero entries
in �r

s;j for s > i . We prove in Theorem 6.4 that all the entries in �r which are
marked as primary pivots are equal to ˙t l1 ˙ t l2 which are invertible in Z..t//.

Denote by k1 the first column of�r associated to a k-chain and by �j;r

k
the k-chain

corresponding to column j of �r . Then

�
j;r

k
D

jX

`Dk1

c
j;r

`
h`

k ;

and column j of �rC1 corresponds to

�
j;rC1

k
D �

j;r

k
��r

i;j .�
r
i;u/

�1�
u;r
k

D c
j;rC1

k1
h

k1

k
C � � � C c

j;rC1
j �1 h

j �1

k
C c

j;rC1
j h

j

k

(6.2)
where cj;rC1

`
2 Z..t// and cj;rC1

j D 1.

After the change of basis is performed, the k-chain associated to column j of�rC1

is a linear combination over Z..t// of columns u and j of �r such that �rC1
i;j D 0

and �rC1
s;j D 0 for s > i .

Note that, in the SSSA, the columns of the matrix � are not necessarily ordered with
respect to k. In this section, without loss of generality, we consider the singularities to be
ordered with respect to the Morse index for the sole reason of simplifying notation.

In order to perform the change of basis (6.2) in step B:1 of the SSSA, recall that the
primary pivots must be invertible polynomials in the ring Z..t//. Otherwise, the change
of basis in (6.2) would not be well defined.

The next lemma is an important property of the matrices produced by the SSSA. It
asserts that there cannot be more than one primary pivot in a fixed row or column. More-
over, if there is a primary pivot in row i , then there is no primary pivot in column i and
vice versa. Its proof is consequence of the SSSA rules and very similar in nature to proof
of Proposition 5.2(1), which can be found in Cornea, de Rezende, and da Silveira (2010).
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Figure 6.6: �1.
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Figure 6.7: �2.

Lemma 6.1. Let � be a Novikov differential for which the SSSA is proved correct up to
step R. Let �1; � � � ; �R be the family of Novikov matrices produced by the SSSA until
step R. If �r

i;j and �r
m;l

are two primary pivots, then fi; j g \ fm; lg D ;.

Example 6.3. Consider a flow on the torus T 2 given in Example 6.2. The Novikov dif-
ferential� is presented in Figure 6.5. The SSSA applied to� determines the sequence of
Novikov matrices �1; � � � ; �6 illustrated in Figures 6.6 to 6.11

Characterization of the Novikov Matrices

The main goal of this section is to prove that the SSSA applied to a Novikov differential
of a 2-dimensional orientable smooth manifold is correct, i.e. the changes of basis can
always be chosen as in Step B.1 of the SSSA for Novikov matrices. This is done by



272 6. Homotopical Applications for Circle Valued Morse Functions

t− 1 0 −1 −t

1t10

1 t
−1

t
2

1−t

t−1 (t−1)t−1

t 0

σ
1,3

0
σ
2,3

0
σ
3,3

1
σ
4,3

1
σ
5,3

1
σ
6,3

1
σ
7,3

2
σ
8,3

2

σ
1,3

0
= h

1

0

σ
2,3

0
= h

2

0

σ
3,3

1
= h

3

0

σ
4,3

1
=h

4

1 + (t−1)−1
h
3

1

σ
5,3

1
= h

5

1

σ
6,3

1
= h

6

1

σ
7,3

2
= h

7

1

σ
8,3

2
=h

8

2 + t
−1

h
7

2

t−1 +1

0

0

0

0 0

0 0 00 0

00 0 00 0

00 0 00 0

00 0 00 0

00 0 00 0

00 0 00 0

00

00

0

00

0

Figure 6.8: �3.
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Figure 6.10: �5.
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provingTheorem 6.4, which asserts that given a Novikov differential�, all primary pivots
determined by the SSSA are invertible polynomials in the ring Z..t//. In fact, they are
monomials with coefficient ˙1 or binomials with coefficients ˙1. The terms monomial
and binomial are be used when we refer to polynomials in Z..t// of the form ˙t` and
t`1 � t`2 , respectively, where `; `1; `2 2 Z.

Theorem 6.4. Let M be a smooth closed orientable 2-dimensional manifold, f W M !
S1 be a circle valued Morse function and .N�.f /;�/ a Novikov chain complex with a
finest filtration. Then the primary pivots and the change-of-basis pivots marked by the
SSSA are either monomials t` or binomials of the form t`1 � t`2 , where `; `1; `2 2 Z.

The proof ofTheorem 6.4 is established combining the characterization of the columns
of the first block of the matrices �r , obtained in Theorem 6.5, and the characterization of
the rows of the second block, obtained in Theorem 6.6.

Theorem 6.5 (First Block Characterization). Let � be a Novikov differential for which
the SSSA is proved correct up to step R. Then we have the following possibilities for an
h1-column j of the matrix �r and r 6 R:

1. all the entries in column j are equal to zero;

2. there is only one nonzero entry in column j and it is a binomial t` � t
z̀, where

`; z̀ 2 Z;

3. there are exactly two nonzero entries in column j and they are monomials t` and
�t

z̀, where `; z̀ 2 Z;

4. there is only one nonzero entry in column j and it is a monomial t`, where ` 2 Z.
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Proof. The proof is done by induction in r . It follows from the characterization of the
columns of � proved in Corollary 6.1 that columns of �1 are of types 1, 2, 3 or 4. As-
suming that the conclusion of the theorem holds for r < R, we prove that it also holds for
r C 1.

Without loss of generality, suppose there is a change-of-basis pivot �r
i;j in the r-th

diagonal. Then there must be a primary pivot �r
i;u in a column u < j . By the induction

hypothesis, column u of �r can be of types 2, 3 or 4 and for each one of these cases
column j can be of types 2, 3 or 4. We must analyze column j of �rC1 for each one of
these cases.

Suppose column u is of type 2 (resp., type 4). The only nonzero entry in column u is
the primary pivot�r

i;u which is a binomial (resp., monomial). In this case,�
rC1
i;j D 0 and

all the other entries in column r C 1 remain the same. Consequently, if column j of�r is
of type 2 or 4 then column j of�rC1 is of type 1. Moreover if column j of�r is of type
3 then column j of �rC1 is of type 4.

Now suppose column u is of type 3. Then �r
i;u is a monomial and there is s < i such

that �r
s;u is also a monomial.

• If column j is of type 2 or 4, then �rC1
i;j D 0 and �rC1

s;j D ��r
s;u.�

r
i;u/

�1�r
i;j .

Hence, column j remains of the same type. In Figure 6.12 we show part of the
block (rows i and s, for the case where column j is of type 4) as the r-th diagonal
is swept.
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Figure 6.12: �r
k
and �rC1

k
, respectively.

• If the column j is of type 3, then the change-of-basis pivot �r
i;j is a monomial and

there exists Ns < i such that �r
Ns;j is also a monomial. If s D Ns, then �rC1

i;j D 0

and �rC1
s;j D �r

s;j � �r
s;u.�

r
i;u/

�1�r
i;j , which is either a binomial or zero. See

Figure 6.13, where we represent part of the block, as the r-th diagonal is swept.
Hence, column j turns into a column of type 2 or 1, respectively. On the other hand,
if s ¤ Ns, then �rC1

i;j D 0, �rC1
s;j D ��r

s;u.�
r
i;u/

�1�r
i;j , which is a monomial, and

the other entries of column j remain the same. Hence, column j remains of type 3.

The first step to proveTheorem 6.6 is established in the next lemma, which asserts that
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Figure 6.13: �r and �rC1, respectively.

the changes of basis caused by change-of-basis pivots in block�1 do not affect the pivots
in block �2.

Lemma 6.2. Let � be a Novikov differential and suppose the SSSA is proved correct
up to step R. For all r 6 R, let T r be the change-of-basis matrix such that �rC1 D
.T r /�1�rT r . Then the multiplication by .T r /�1 does not change the primary and change-
of-basis pivots in block �2.

Proof. We prove the result for the particular case where we have a unique change-of-basis
pivot on the r-th diagonal in the first block of �r , namely �r

i;j . The general case is an
easy consequence of this, repeating the same argument for all change-of-basis pivots in
the first block of �r .

Let �r
i;u be the primary pivot in row i . The entries on the principal diagonal of T r

are all 1’s and the only nonzero entry off the principal diagonal is T r
u;j D ��r

i;j .�
r
i;u/

�1.
Consequently, the principal diagonal of .T r /�1 has its entries all equal to 1’s and the only
nonzero entry off the principal diagonal is .T r /�1

u;j D �T r
u;j D �r

i;j .�
r
i;u/

�1. Therefore,
multiplying�r by .T r /�1 only affects row u of�r . By Lemma 6.1, there are no primary
pivots in row u and, consequently, there are no change-of-basis pivot in row u.

As a consequence of Lemma 6.2, the SSSA can be applied separately in blocks �1

and �2. Moreover, except mentioned otherwise, we consider the changes of basis on the
SSSA without performing the pre-multiplication by .T r /�1.

In what follows we introduce some notation and terminology which is used from now
on. Let �r

i;j be a change-of-basis pivot in row i caused by a primary pivot �r
i;u, i.e. in

step .r C 1/, one has
�

j;rC1

k
D �

j;r

k
��r

i;j .�
r
i;u/

�1�
u;r
k
:

Note that the only modified column of the matrix �r is column j , where for each s D
0; : : : ; i , the entry �r

s;j is added to a multiple of the entry �r
s;u. In other words, �

rC1
s;j D

�r
s;j ��r

i;j .�
r
i;u/

�1�r
s;u. Figure 6.14 shows columns u and j of the block�k as the r-th

diagonal is swept.
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k
with marked change-of-basis pivot.

In the situation described above, we say that the entry �r
s;u in column u generates2

the entry�rC1
s;j in column j in�rC1, whenever�r

s;u ¤ 0. Note that if an entry in column
u generates an entry in column j then we must have j > u, i.e �r

s;u generates entries in
columns on the right of column u.

In order to clarify this new terminology we give some examples of configurations
where an entry �r

s;u ¤ 0 generates an entry �rC1
s;j . Suppose that �r

i;u D t` and �r
i;j D

�t
z̀. Then some of the possibilities for the entries in positions .s; u/ and .s; j / of �r are:

(i) �r
s;u D �t l and �r

s;j D t
zl . In this case, �rC1

s;j D �r
s;j � �r

i;j .�
r
i;u/

�1�r
s;u D

t
zl � t

z̀
t�`t l , see Figure 6.13.

(ii) �r
s;u D t l and�r

s;j D 0. In this case,�rC1
s;j D �r

s;j ��r
i;j .�

r
i;u/

�1�r
s;u D t

z̀
t�`t l ,

see Figure 6.12.

(iii) �r
s;u D t l � t

zl and �r
s;j D 0. In this case, �rC1

s;j D �r
s;j � �r

i;j .�
r
i;u/

�1�r
s;u D

t
z̀
t�`.t l � t

zl /, see Figure 6.15.
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Figure 6.15: �r and �rC1, respectively.

We prove later on that, as a consequence of Theorem 6.6, cases (i), (ii), (iii) above are
the only possibilities up to sign of generating entries by a change of basis in block�2. In
block �1, as we have seen, there are more possibilities.

2If an entry �
�
s;u with � < r does not change until step r , i.e. �

�
s;u D �

�C1
s;u D � � � D �r

s;u, and �r
s;u

generates �
rC1
s;j

, we say that �
�
s;u generates �

rC1
s;j

.
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Note that if an entry �r
s;u generates an entry in �rC1, then there must be a primary

pivot in column u and row i > s, which was marked in step � < r . Hence, �r
s;u can not

be marked as a pivot in any given step r . We have proved the following result.

Lemma 6.3. An entry which is or will be marked as a primary or a change-of-basis pivot
never generates entries.

Let � be a Novikov differential.

(a) When an entry�r
s;u generates another one�

rC1
s;j , we say that�rC1

s;j is an immediate
successor of �rC1

s;u .

(b) A sequence of entries f�
�0

s;j0
; �

�2

s;j2
; � � � ; �

�f

s;jf
g such that each entry is an immediate

successor of the previous one is called a generation sequence.

(c) Given an entry��
s;u of�� , the��

s;u-lineage is defined to be the set of all generation
sequences whose first element is ��

s;u.

We say that all the elements in these sequences are in the same lineage or that they
are in ��

s;u-lineage. Also, an element of a generation sequence is said to be successor of
every element of this sequence which is to its left.

Lemma 6.4. Let� be a a Novikov differential for which the SSSA is proved correct up to
step R. Suppose that the second block of � has the property that at most one change-of-
basis pivot is marked in each row from the beginning until the end of the SSSA. Therefore,
each lineage of an entry in �2 is formed by a unique generation sequence.

Proof. Since the SSSA applied to the first block of � does not interfere in the number
of change-of-basis pivots identified in the second block, we assume that the only nonzero
entries in� are in�2. By Lemma 6.1 and since each row has at most one change-of-basis
pivot, then an entry ��

s;u generates at most one immediate successor and this successor
generates at most one immediate successor. Thus,��

s;u-lineage is represented in one finite
sequence: f�

�0
s;u0

; �
�1
s;u1

; �
�2
s;u2

; � � � g, where 2 6 �0 < �1 < �2 < � � � 6 m � 1, and
u0 < u1 < u2 < � � � 6 m and m is the order of �.

Suppose that ��
s;u-lineage is formed by a unique generation sequence. If this gener-

ation sequence contains only monomials (binomials, resp.), we say that ��
s;u-lineage is

a monomial (binomial, resp.) lineage. However, in some cases the generation sequence
could contain both monomials and binomials. In fact, when row s is of type 3, ��

s;u and
�

�
s;j are monomials, then the lineages of these two entries merge giving rise to a binomial,

see Figure 6.13.
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Consider a row s which contains both monomials and binomials and suppose the first
binomial in row s appears in�&C1. Looking back at the lineage history, we must have two
monomial lineages f�

�
s;u; �

�1
s;u1

; �
�2
s;u2

; � � � ; �
�f
s;uf

g and f�
�
s;j ; �

�1

s;j1
; �

�2

s;j2
; � � � ; �

�f

s;jf
g,

where �f ; �f 6 & ,��f
s;uf

D �
&
s;uf

and��f

s;jf
D �

&
s;jf

. The binomial appears in�&C1 as
a consequence of a change of basis caused by a change-of-basis pivot�&

i;jf
and a primary

pivot �&
i;uf

in a row i > s, as we can see in Figure 6.16.
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Figure 6.16: Merging two monomial lineages and generating a binomial.

The entry �&
s;uf

generates the binomial �&C1
s;jf

and, in this case, we say that the
�

�
s;j -lineage ceases and the��

s;u-lineage is an eventual binomial lineage. Note that, from
this point on, ��

s;u-lineage contains only binomials.
Recall that, by Lemma 6.3, we have that pivots do not generate entries. Hence, if an

element of a lineage is marked as a pivot, we also say that this lineage ceases.

Theorem 6.6 (Second Block Characterization). Let� be a Novikov differential for which
the SSSA is proved correct up to step R. Then we have the following possibilities for a
nonzero row s on the second block of the matrix �r produced by the SSSA in step r 6 R
without performing the pre-multiplication by .T r /�1:

(A) all nonzero entries are binomials of the form t` � t
z̀, where `; z̀ 2 Z;

(B) all nonzero entries are monomials of the form t`, where ` 2 Z;

(C) all nonzero entries are either monomials t` or binomials t` � t
z̀. Moreover, if a

column j in �2 contains a binomial, then there are no monomials in columns j 0 in
�2 with j 0 > j .

Proof. In order to prove (A), (B) and (C), we must simultaneously prove the following
statements:

.i/ If an entry t` is a primary pivot in row i then at most one entry will be marked as a
change-of-basis pivot in row i .

.i i/ An entry t` � t
z̀ is never marked as a change-of-basis pivot, i.e. all change-of-basis

pivots are monomials t`, for some ` 2 Z.
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.i i i/ If �r
s;j D t l � t

zl , �r
i;j is a change-of-basis pivot in row i > s and �r

i;u is the
primary pivot in row i with u < j , then �r

s;u is zero.

.iv/ A primary pivot �r
i;u and a change-of-basis pivot �r

i;j in row i are always mono-
mials with opposite signs, i.e., �r

i;j D ˙t` and �r
i;u D �t

z̀, for `; z̀ 2 Z.

.v/ Amonomial�r
s;u above a primary pivot�r

i;u and a monomial�
r
s;j above a change-

of-basis pivot �r
i;j always have opposite signs, i.e., �r

s;j D ˙t l and �r
s;u D �t

zl ,
for l; zl 2 Z.

The proof of (A), (B), (C), (i), (ii), (iii), (iv) and (v) is done by induction on r 6 R.
For the base case, we suppose, without loss of generality, that there is a change-of-

basis pivot�2
i;iC2 on the second diagonal, see Figure 6.14. Recall that the rows in�

2 are
characterized by Corollary 6.1 and row i must be of type 3. The proof of this case is done
analyzing the effect of this change of basis on a row s with s < i for all possible row types.
It follows easily by observing Figures 6.12, 6.13 and 6.15.

Now, suppose that Theorem 6.6 and items .i/ through .v/ hold for r < R. We show
that they also hold for r C 1. By the induction hypothesis, at most one entry in a fixed
row in �2 is marked as change-of-basis pivot up to step r . It follows from Lemma 6.4
that, for an entry �s;u, the �s;u-lineage is formed by a unique generation sequence until
�rC1, which is either a binomial lineage, if �s;u is a binomial; or a monomial lineage or
an eventual binomial lineage, if �s;u is a monomial3.

By the induction hypothesis, it follows that if �r
i;j is a change-of-basis pivot on the

r-th diagonal and�r
i;u is the primary pivot of row i , then these entries must be monomials.

More specifically, �r
i;j D ˙t` and �r

i;u D �t
z̀, for `; z̀ 2 Z.

In order to prove that the nonzero rows in�rC1 are of typeA;B orC , wemust perform
all the possible changes of basis. Clearly, after the change of basis, row i remains of the
same type. Each row s < i in�r is of typeA;B orC , and thus one has the following cases
to analyze the effect of the change of basis in row s. Again keep in mind the configurations
on Figures 6.12 to 6.15.

• If �r
s;u D 0, then row s remains unaltered.

• If �r
s;u ¤ 0 and �r

s;j D 0, then row s remains of the same type. In fact, �rC1
s;j D

��r
i;j .�

r
i;u/

�1�r
s;u, which is a monomial if �r

s;u is a monomial, or a binomial if
�r

s;u is a binomial.

• If �r
s;u ¤ 0 and �r

s;j ¤ 0, then row s turns into a row of type B or C . In fact,
by the induction hypothesis, �r

s;u D ˙t l and �r
s;j D �t

zl . Then �rC1
s;j D �r

s;j �

3Note that in this proof, whenever we assume the induction hypothesis for r , the index r is shifted by one,
i.e. r C 1, when referring to the lineages.
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�r
i;j .�

r
i;u/

�1�r
s;u, and hence �

rC1
s;j is a zero entry or a binomial with coefficients

equal to ˙1.
Hence, every row s 2 �2 of �rC1 is of type A, B or C .

The detailed proof that items (i), (ii), (iii), (iv) and (v) hold for �rC1 can be found in
Lima, Manzoli Neto, de Rezende, and da Silveira (2017).

Proof. (of Theorem 6.4) The proof follows by induction in r . Let � be a Novikov differ-
ential. By the characterization of� proved in Corollary 6.1, the entries of� are invertible
in Z..t// and thus the SSSA can be applied to �. Since there are no change-of-basis piv-
ots in �1 and �2, the first time where a change of basis might occur is from �2 to �3.
Hence the entries of the matrices�, �1 and �2 are the same and the differences between
these matrices are only the marked pivots. Consequently, the SSSA is correct until step 2.
It follows from Lemma 6.2, that the SSSA can be applied to each block of � separately.
Also, by Theorems 6.5 and 6.6 the pivots in �3 are invertible. Therefore, the SSSA is
correct for �3. Now suppose the SSSA is proved correct until step r . It follows from
Theorems 6.5 and 6.6 that the SSSA is correct for �rC1.

The next example shows that, during the application of the SSSA, infinite series can
appear as entries of an intermediate matrix whichs are not pivots due to multiplication by
.T r /�1. However, note that the last matrix produced by the SSSA does not contain entries
which are infinite series.

Example 6.4. Recall that the SSSA is applied to the Novikov matrix � of Example 6.3
presented in Figure 6.5 produces the sequence of Novikov matrices �1; � � � ; �6 as in
Figures 6.6 to 6.11, respectively. Note that the entry �3

3;7 is an infinite Laurent series.

The next result proves that the entries of the last matrix�L produced by the SSSA are
never infinite series. More specifically, they are all Laurent polynomials in Z..t//.

Theorem 6.7. Let .N�.f /;�/ be a Novikov complex on a surface, and�L the last matrix
produced by the SSSA over Z..t//. Then, the nonzero entries of �L are either monomials
t` or binomials t` � t

z̀.

The first step in order to prove Theorem 6.7 is to prove Lemma 6.5, which guarantees
that if a column j of �L has at least a nonzero entry, then row j must be null. The proof
of this result follows the same steps of the proof of its analogous version in de Rezende,
Mello, and da Silveira (2010), where the coefficients of the differential which is the input
for the SSSA are either in Z or in a field F .

Lemma 6.5. Given a Novikov complex .N�.f /;�/ on surfaces, let�L be the last matrix
produced by the SSSA over Z..t//. Then �L

j ��
L
�j D 0 for all j .
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Proof. If �L
�j D 0 then it is clear that �L

j ��
L
�j D 0. Assume that �L

�j ¤ 0 and that
column j is an hk-column for an integer k. Denote by �L

i1;j1
; � � � ; �L

is ;js
the primary

pivots in block �L
k
such that i1 < i2 < � � � < is . It follows from the SSSA rules that

j1; � � � ; js are the non null columns of �k . Moreover, �L
is ;js

is the unique nonzero entry
in row is . Row is�1 has nonzero primary pivot in column js�1 and may have another one
nonzero entry in column js , which is an entry above a primary pivot, and so on. Since
�L ı�L D 0, then

0 D �L
is��

L
�j 0 D �L

isjs
�L

jsj 0 ;

for all j 0. The entry �L
isjs

is nonzero because it is a primary pivot, hence �L
jsj 0 D 0 for

all j 0, i.e., �L
js� D 0. Analogously,

0 D �L
is�1��

L
�j 0 D �L

is�1js�1
�L

js�1j 0 C�L
is�1ja

�L
jsj 0 ;

for all j 0. Since �L
is�1js�1

¤ 0 and �L
jsj 0 D 0, it follows that �L

js�1j 0 D 0 for all j 0, i.e.,
�L

js�1� D 0. Using the same arguments, we prove that the entries on the rows js�2; � � � ; j1

are all equal to zero.

Proof. (of Theorem 6.7) If follows from Theorems 6.5 and 6.6 that if we do not perform
the pre-multiplication by .T s/�1 for any s D 1; : : : ; r�1, the entries of�r are monomials
t` or binomials t`1 � t`2 . Moreover, the pre-multiplication only affects row j if column
j contains a primary pivot. However, by Lemma 6.5, these rows will be zeroed out by the
time SSSA reaches the last matrix �L.

Recovering the associated spectral sequence

LetM be a smooth closed orientable 2-dimensional manifold, f W M ! S1 be a circle
valued Morse function, .N�.f /;�/ be a Novikov chain complex with the finest filtration
F and .Er ; d r / be the associated spectral sequence. In this section, we prove that the
SSSA recovers the generators of the modules Er and induces the differentials d r .

The first and most important step in the direction of detecting the generators of the
modules of the spectral sequence is the next proposition, which establishes a formula for
the modules Zr

p;k�p
in terms of the chains � i;j

k
’s determined by the SSSA applied to �.

Its proof is an adaptation of the proof of Proposition 5.3 for the context of the Novikov
differentials, which now have entries in the ring Z..t//.

Proposition 6.2. Let � be the first column in � associated to a k-chain and consider
�j;� D 0 whenever the primary pivot of column j is below row .p� r C 1/ and �j;� D 1
otherwise. Then

Zr
p D Z..t//Œ�pC1;r�

pC1;r

k
; �p;r�1�

p;r�1

k
; : : : ; ��;r�p�1C��

�;r�p�1C�

k
�:
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The next theorem proves that the matrix �r obtained from the SSSA applied to �
determines the modules and differentials of the associated spectral sequence. Its proof is
inspired in the proof of Theorems 5.5 and 5.6. It can also be found in Lima, Manzoli Neto,
de Rezende, and da Silveira (2017).

Theorem 6.8. Let M be a smooth closed orientable 2-dimensional manifold, f W M !
S1 be a circle valued Morse function, .N�.f /;�/ be a Novikov chain complex with the
finest filtration F and .Er ; d r / be the associated spectral sequence.

1. Each module Er
p is either zero or a finitely generated Z..t//-module whose gener-

ator corresponds to a k-chain associated to column .p C 1/ of �r .

2. If Er
p and Er

p�r are both nonzero, then the map d r
p W Er

p ! Er
p�r is induced by

multiplication by the entry �r
p�rC1;pC1.

Proof. As in Theorems 5.5 and 5.6, the entry �r
p�rC1;pC1 on the r-th diagonal of �r

plays a crucial role in determining the generators ofEr
p and the differentials d r

p . The proof
analyzes all the possibilities for�r

p�rC1;pC1 and shows how the modules and differentials
are determined in each case.

1. We prove that Er
p is either zero or a finitely generated Z..t//-module generated by

�
pC1;r

k
.

(a) First, let us suppose that the entry �r
p�rC1;pC1 is identified by the SSSA as a pri-

mary pivot, a change-of-basis pivot or a zero entry with a column of zeros below it.
Since �r

s;pC1 D 0 for all s > p � r C 1 then �pC1;r

k
is a generator of Zr

p . Thus,
we have the following possibilities for row .p C 1/.

• If @Zr�1
pCr�1 � Zr�1

p�1, then by Proposition 6.2, Er
p D Z..t//Œ�

pC1;r

k
�.

In the case where �r
p�rC1;pC1 is a primary pivot then �

pC1;r

k
is a generator

ofZr
p , but it is not inZr�1

p�1. Since there are no primary pivots in row .pC 1/,
then @Zr�1

pCr�1 � Zr�1
p�1.

• If @Zr�1
pCr�1 ª Zr�1

p�1, i.e, there exist elements inZr�1
pCr�1 whose boundary has

a nonzero entry in row .p C 1/.
Claim 2: If @Zr�1

pCr�1 ª Zr�1
p�1, then Zr�1

p�1 C @Zr�1
pCr�1 D Zr

p:

Proof. (of Claim 2) We must prove that �pC1;r

k
2 Zr�1

p�1 C @Zr�1
pCr�1. The

beginning of the proof is analogous to the proof of Claim 1 on Theorem 5.5.
Recall that it was proven comparing the coefficients of hpC1

k
in (5.7) and in

(5.8). In the Novikov setting, the coefficients of hpC1

k
in the set of genera-

tors of the Z..t//-module in (5.7) is �r�1��

pC1;pCr��
and the coefficient of hpC1

k

in the set of the generators of the Z..t//-module in (5.8) is `� . Note that
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�
r�1��

pC1;pCr��
is either a pivot or a zero entry for each � D 0; : : : ; p C r � �

since �r�1��

i;pCr��
D 0 for all i > p C 1. Moreover, since @Zr�1

pCr�1 ª Zr�1
p�1,

then the entries�r�1��

pC1;pCr��
can not all be zeros. It follows fromTheorem 6.4

that if �r�1��

pC1;pCr��
is nonzero then it is invertible in Z..t//. Then �pC1;r

k
2

Zr�1
p�1 C @Zr�1

pCr�1 and hence Zr�1
p�1 C @Zr�1

pCr�1 D Zr
p .

Claim 2

By Proposition 6.2 and Claim 2, Er
p D 0.

(b) If the entry �r
p�rC1;pC1 is an entry above a primary pivot, then �pC1;r

k
is not a

generator of Zr
p and hence Er

p D 0.

(c) Finally, we consider the case where �r
p�rC1;pC1 is not in �r

k
. If there is a primary

pivot in column .p C 1/ in a diagonal r < r , then �pC1;r

k
is not a generator of Zr

p

and hence Er
p D 0. Otherwise, if the nonzero entries in column .p C 1/ of �r

are on and above the r-the diagonal, then �pC1;r

k
is a generator of Zr

p . In this case,
once again we have to analyze row .p C 1/.

• If @Zr�1
pCr�1 � Zr�1

p�1 then, by Proposition 6.2, Er
p D Z..t//Œ�

pC1;r

k
�.

• Otherwise, by Proposition 6.2 and Claim 2, Er
p D 0.

2. Given ır
p W Z..t//Œ�

pC1;r

k
� ! Z..t//Œ�

p�rC1;r

k�1
� the multiplication by the entry

�r
p�rC1;pC1 and zır

p the map induced in Er
p , we prove that

ker zır
p

im zır
pCr

Š
ker ır

p

im ır
pCr

Š ErC1
p :

Recall that, by Theorem 6.8 (1), the modules Er are determined by the SSSA. Hence
we can use the SSSA to calculate Er and ErC1 whenever necessary. Since Er

p and
Er

p�r are both nonzero, the entry �r
p�rC1;pC1 in �r is either a primary pivot or a zero

with a column of zero entries below it. Moreover, Er
p D Z..t//Œ�

pC1;r

k
� and Er

p�r D

Z..t//Œ�
p�rC1;r

k�1
�.

(a) Let us first consider the case where �r
p�rC1;pC1 is a primary pivot. By Theo-

rem 6.4, �r
p�rC1;pC1 is invertible in Z..t// and hence ker ır

p D 0. It follows that
ker zır

p

im zır
pCr

D 0. On the other hand, �r
p�rC1;pC1 is a primary pivot then no changes
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of basis are performed on column .pC1/ after step r . Hence �pC1;rC1

k
D �

pC1;r

k
…

ZrC1
p and, consequently, ZrC1

p D Zr
p�1. It follows that ErC1

p D 0.

(b) Now suppose�r
p�rC1;pC1 D 0with a column of zeroes below it. In this case zır

p D

ır
p D 0 and hence ker ır

p Š Er
p D ker zır

p . We must analyse all the possibilities for
the entry �r

pC1;pCrC1 in row .p C 1/.

(i) If �r
pC1;pCrC1 is an entry above a primary pivot then Er

pCr D 0. Hence

zır
p D ır

pCr D 0 and, consequently,
ker zır

p

im zır
pCr

D Er
p: On the other hand, since

�r
pC1;pCrC1 is an entry above a primary pivot, then �pCrC1;r D 0 and hence

ErC1
p D Er

p .

(ii) If�r
pC1;pCrC1 is a primary pivot thenEr

pCr D Z..t//Œ�
pCrC1;r

k
�. Moreover,

by Theorem 6.4, �r
pC1;pCrC1 is invertible in Z..t// and hence im ır

pCr D

Z..t//Œ�
pC1;r

k
�. It follows that

ker zır
p

im zır
pCr

Š
ker ır

p

im ır
pCr

Š
Z..t//Œ�

pC1;r

k
�

Z..t//Œ�
pC1;r

k
�

D 0:

On the other hand, since the element in column .pC r C 1/ and row .pC 1/
is �r

pC1;pCrC1, which is a primary pivot, then @Zr
pCr ª Zr

p�1. By Claim 2,
we have that ErC1

p D 0.

(iii) If �r
pC1;pCrC1 D 0 with a column of zero entries below it then zır

pCr D
ır

pCr D 0 and hence

ker zır
p

im zır
pCr

D Er
p Š Z..t//Œ�

pC1;r

k
�:

On the other hand, @Zr�1
pCr�1 � Zr�1

p�1 and the difference between the gener-
ators of @Zr�1

pCr�1 and @Zr
pCr is that the latter includes the boundary of the

chain corresponding to column .pC rC1/. Since the element in row .pC1/
and column .p C r C 1/ is �r

pC1;pCrC1 D 0 then @Zr
pCr � Zr

p�1. Thus
ErC1

p D Z..t//Œ�
pC1;r

k
�.

If �r
pC1;pCrC1 is a change-of-basis pivot then Er

p D 0, which contradicts the hy-
pothesis. Hence we have analysed all the possibilities for �r

pC1;pCrC1.
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Therefore, whenever Er
p and Er

p�r are both nonzero Z..t//-modules,

ker d r
p

im d r
pCr

D ErC1
p D

ker zır
p

im zır
pCr

:

Corollary 6.2. Each nonzero differential d r
p of the spectral sequence .Er ; d r / is an iso-

morphism.

Proof. In fact, by the proof of Theorem 6.8, nonzero differentials of .Er ; d r / are induced
by primary pivots. Theorem 6.4 states that each primary pivot produced by the SSSA is
an invertible polynomial, hence each induced nonzero differential is an isomorphism.

As a consequence of Corollary 6.2, whenever M is a smooth closed orientable 2-
dimensional manifold, f W M ! S1 is a circle valued Morse function, .N�.f /;�/ is
a Novikov chain complex with the finest filtration F and .Er ; d r / is the associated spec-
tral sequence, the modules Er

p;q are free of torsion for all p, q and r > 0.
Since the spectral .Er ; d r / strongly converges to E1 then the modules E1

p;q are free
for all p and q. In particular, by Theorem 5.1

E1
p;q Š GH�.N /p;q D

FpHpCq.N /

Fp�1HpCq.N /

and hence the associated graduated module GH�.N /p;q is free for all p and q. Conse-
quently,

E1
p;q Š GH�.N /p;q Š H�.N�.f /; @/:

i.e. the spectral sequence .Er ; d r / converges to the homology of .N�.f /;�/.
We have proved the following theorem.

Theorem 6.9. Let M be a smooth closed orientable 2-dimensional manifold, f W M !
S1 be a circle valued Morse function, .N�.f /;�/ be a Novikov chain complex with the
finest filtration F and .Er ; d r / be the associated spectral sequence. Then the modules
E1

p;q of the spectral sequence are free for all p and q. Moreover, the spectral sequence
.Er ; d r / converges to the homology of .N�.f /;�/.

We end this section with an example, where we calculate the spectral sequence for the
filtered Novikov complex presented in Example 6.3 using the results proved herein.
Example 6.5. Let .N�.f /;�/ the Novikov complex presented in Example 6.3. Recall
that the matrices produced by the SSSA are illustrated in Figures 6.6 to 6.11. Consider the
finest filtration F on .N�.f /;�/ defined by

FpNk D
M

h`
k

; `6pC1

Z..t//hh`
ki:
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Figure 6.17: A spectral sequence associated to the Novikov complex presented in Exam-
ple 6.3.

Let .Er ; d r / be the spectral sequence associated to this filtered Novikov complex.
Recall that, since F is a finest filtration on .N�.f /;�/, then for each p there is at most
one q such that Er

p;q can be nonzero. Hence, each diagram page of .Er ; d r / can be
collapsed and represented in one row, as in Figure 6.17.

It is easy to see that the Novikov homology of the complex .N�.f /;�/ is given by

H0.N�.f /; @/ D 0; H1.N�.f /; @/ D 0; H2.N�.f /; @/ D 0:

Note that each nonzeroZ..t//-moduleEr
p is generated by a k-chain �pC1;r

k
, produced

in the r-th step of the SSSA. Moreover, the differentials d1
2 , d1

6 , d3
3 and d3

7 are induced
by the multiplication by the invertible polynomials �1

2;3, �1
6;7, �3

1;4 and �3
5;8, respec-

tively, and hence they are isomorphisms. Finally, the spectral sequence converges to the
homology of .N�.f /;�/.

6.2.3 Ordered cancellation for circle valued Morse function
In this section, we present dynamical results obtained from the exploration of connec-
tions in a negative gradient flow associated to a circle valued Morse function using the
algebraic techniques developed in Section 6.2.2. The main reference used herein is Lima,
Manzoli Neto, de Rezende, and da Silveira (2017). LetM be a smooth closed orientable
2-dimensional manifold, f W M ! S1 be a circle valued Morse function, .N�.f /;�/ be
a Novikov chain complex with the finest filtration F and .Er ; d r / be the associated spec-
tral sequence. Let the Morse function F W M ! R be the lift of f to the infinite cyclic
covering spaceM . Recall that, analogously to the classical Morse case, by Corollary 6.2,
if d r W Er

p ! Er
p�r is a nonzero differential, then we have an algebraic cancellation, i.e.

the modules ErC1
p and ErC1

p�r are both equal to zero. We prove the existence of a global
dynamics corresponding to the algebraic unfolding of the spectral sequence, where the
algebraic cancellations are associated to dynamical cancellations of singularities of the
negative gradient flow of f onM .
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Consider F D fFpN gp2P on .N�.f /;�/ a finest filtration, where

FpN D Z..t//
h
h1

k1
; h2

k2
: : : ; h

pC1

kpC1

i
(6.3)

and P D f0; 1; : : : ; mg is an indexing set for the filtration F , where #Crit.f / D mC 1.
The filtration F induces an infinite filtration fF�;pg�2Z;p2P in the covering spaceM

F�;pN D Z

*
tıh

j

k

ˇ̌
ˇ̌
ˇ
ı D � and j 6 p C 1 or
ı > � and j 2 f1; : : : ; mg

+

where t�hpC1

k
is the lift of the singularityhpC1

k
at level�, for� 2 Z. Forp 2 f0; 1; : : : ; mg

and � 2 Z, we have

F�;p�1N � F�;pN ; F�;mN � F��1;0N ;

F�;pN n F�;p�1N D t�h
pC1

k
and F��1;0N n F�;mN D t��1h1

k :

Without loss of generality, we assume that f has only one critical point on each critical
level set. For each critical point hp

k
of f , let cp be a critical value of f such that f .hp

k
/ D

cp . It follows that F also has only one critical point at each critical level set and c�;p WD

cp � � is the critical value of F such that F.t�hp

k
/ D c�;p , for all � 2 Z.

Example 6.6. LetM be a torus and consider the negative gradient flow of a circle valued
Morse function f onM as in Figure 6.18. We also present in Figure 6.18 the differential
� of the Novikov complex .N�.f /;�/ associated to f and the associated infinite cyclic
covering M enriched with the induced filtration fF�;pg, where F D fFpN gp2P is the
filtration on .N�.f /;�/ given by (6.3).

Recall that, by Theorem 6.8, the nonzero differentials of the spectral sequence are in-
duced by the pivots in the SSSA. Moreover, it follows fromTheorem 6.4 that the primary
pivots are always invertible polynomials, hence the differentials d r

p W Er
p ! Er

p�r associ-
ated to primary pivots are isomorphisms and the ones associated to change-of-basis pivots
always correspond to zero maps. Since the nonzero differentials are isomorphisms, at the
next stage of the spectral sequence they produce algebraic cancellations, i.e. ErC1

p D

ErC1
p�r D 0.
The next theorem is the main result in this section. It proves the existence of a sequence

of dynamical cancellations of critical points of a circle valued Morse function f W M !
S1 which are in one-to-one correspondence with the algebraic cancellations performed by
the spectral sequence associated to the filtered Novikov chain complex of f .

Theorem 6.10. (Ordered Cancellation Theorem via Spectral Sequences in the Novikov
setting) Let f W M ! S1 be a circle valued Morse function on a smooth closed orientable
2-dimensional manifold M and .N�.f /;�/ be the Novikov chain complex associated to
f . Let F be a finest filtration in .N�.f /;�/ and let .Er ; d r / be the associated spectral
sequence. Then:
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Figure 6.18: Circle valued Morse function on the torus, Novikov differential and infinite
cyclic covering.
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Figure 6.19: �1.

1. There exists a family of circle valued Morse functions ff rgr>1, where f D f 1 and
f rC1 is obtained from f r by removing the pairs of critical points corresponding to
the canceled modules of the r-th page of the spectral sequence. More specifically,
the sequence of algebraic cancellations of the modulesEr

p , Er
p�r are in one-to-one

correspondence to the sequence of dynamical cancellations of critical points hpC1

k
,

h
p�rC1

k�1
of f .

2. For each r > 0, the .rC1/-th page of the spectral sequence completely determines
all Novikov incidence coefficients between consecutive critical points of f rC1.

Before we prove Theorem 6.10, we present an example that illustrates the algebraic-
dynamical correspondence associating the algebraic unfolding of the spectral sequence to
a family of circle valued Morse functions.

Example 6.7. ConsiderM , f and the associated filtered Novikov complex presented in
Example 6.6. Applying the SSSA to the Novikov differential �, we obtain the sequence
of Novikov matrices �1; � � � ; �6 as in Figures 6.19 to 6.24

By Theorem 6.8, the primary pivots produced by the SSSA induce the differentials
of the spectral sequence and, by Theorem 6.4, these pivots are all invertible polynomials.
Hence each pivot determines an algebraic cancellation of the modules of the spectral se-
quence. Finally, it follows fromTheorem 6.10, that each algebraic cancellation performed
by the spectral sequence corresponds to a dynamical cancellation of critical points. Fig-
ures 6.25 to 6.28 show the corresponding dynamical cancellations of pairs of critical points.
More specifically:
� Primary pivot �1

2;3 induces the differential d1
2 W E1

2 ! E1
1 , which causes the algebraic

cancellation E2
2 D E2

1 D 0. Corresponding to this algebraic cancellation, we have the
dynamical cancellation of the pair .h2

0; h
3
1/. The resulting circle valued Morse function
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f 2 is equal to f outside a neighborhood of the critical points and the connection between
them, see Figures 6.25 and 6.26. Note that in the negative gradient flow '2 occurs a birth
of connecting orbits from h5

1 to h1
0 and from h6

1 to h1
0, which are reflected in�4

1;5 and�5
1;6,

respectively.
� Primary pivot �2

5;7 induces the differential d2
6 W E2

6 ! E2
4 , which causes the algebraic

cancellationE3
6 D E3

4 D 0. Moreover, the primary pivot�2
6;8 induces the differential d2

7 W

E2
7 ! E2

5 , which causes the algebraic cancellation E3
7 D E3

5 D 0. The corresponding
dynamical cancellations of pairs of critical points are .h5

1; h
7
2/ and .h6

1; h
8
2/, respectively.

The resulting negative gradient flow '3 of the circle valuedMorse function f 3 is presented
in (6.27).

The cancellation of the pair .h6
1; h

8
2/ causes the birth of a repeller periodic orbit 
R

and two flow lines from 

R
to h4

1. The birth of 

R
is due to a primary pivot �2

6;8 which
is a binomial and the period of 


R
is equal to the difference between the exponents of the

binomial.
� Primary pivot �3

1;4 induces the differential d3
3 W E3

3 ! E3
0 , which causes the algebraic

cancellationE4
3 D E4

0 D 0. The corresponding dynamical cancellation is the cancellation
of the pair .h1

0; h
4
1/ and the resulting negative gradient flow '4 is illustrated in Figure 6.28.

This cancellation, caused by the binomial primary pivot �3
1;4 D t � 1, provokes the birth

of an attractor periodic orbit 

A
.

Analogously to the proof of Theorem 5.10, for the proof of Theorem 6.10, we use an
adaptation of the SSSA, the Smale’s Cancellation Algorithm, presented in Section 5.5.2
which performs the same changes of basis, but in a different order and it is more conducive
to dynamical interpretations. In fact, recall that when the pair of critical points hpC1

k
and
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Figure 6.25: Algebraic-dynamical correspondence detected by �1.
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h
p�rC1

k�1
is canceled, all the connecting orbits between index k critical points and hp�rC1

k�1

and also all the ones between hpC1

k
and index k�1 critical points are immediately removed

and new orbits take their place. In order to reflect the death and birth of connecting orbits
caused by the dynamical cancellations in terms of the changes in generators of the modules
of the spectral sequence caused by the algebraic cancellations, all the changes of basis
must be performed exactly when the algebraic cancellations occur. More specifically, if
�r

p�rC1;pC1 is a primary pivot marked in step r of the SSSA, all changes of basis caused
by �r

p�rC1;pC1 are be performed in step r C 1.
In Proposition 5.5 we have seen that for matrices with entries over Z, the primary

pivots on the r-th diagonal of e�r marked in the r-th step of the Smale’s Cancellation
Algorithm coincide in position and value with the ones on the r-th diagonal of�r marked
in the r-th step of the SSSA.The following proposition is the analogous result for Novikov
matrices with coefficients over Z..t//.

Proposition 6.3. (Primary Pivots Equality Property for Novikov Matrices) Let f W M !
S1 be a circle valued Morse function on a smooth closed orientable 2-manifold M and
.N�.f /;�/ be the Novikov chain complex associated to f . Let F be a finest filtration
in .N�.f /;�/ and let .Er ; d r / be the associated spectral sequence. The primary pivots
of the matrices e�r of the Smale’s Cancellation Algorithm coincide in position and value
with the ones of the matrices �r of the SSSA.

The proof of Proposition 6.3 is completely analogous to the one obtained for matrices
with coefficients over Z.

Proof. (of Theorem 6.10):
The proof is done by associating dynamical cancellations of critical points of f to

the algebraic cancellations of the spectral sequence using Smale’s First Cancellation Al-
gorithm. We construct a family of negative gradient flows f'rg of circle valued Morse
functions f r , r D 1; : : : ; !, where f 1 D f and f rC1 is obtained from f r by canceling
the pairs of critical points corresponding to the canceled modules of the r-th page of the
spectral sequence, i.e. the pairs associated to the primary pivots on the r-th diagonal of
�r . Recall that the algebraic cancellationErC1

p D ErC1
p�r D 0 is associated to the primary

pivot �r
p�rC1;pC1 on the r-th diagonal of �r in the SSSA, where the row p � r C 1 is

associated to hp�rC1

k�1
2 Fp�rCk�1 nFp�r�1Ck�1 and the column pC 1 is associated to

h
pC1

k
2 FpCk nFp�1Ck . By Proposition 6.3, the primary pivot�r

p�rC1;pC1 of the SSSA
is equal to the primary pivot e�r

p�rC1;pC1 of Smale’s Cancellation Algorithm. Hence, we
must prove that whenever a primary pivot e�r

p�rC1;pC1 on the r-th diagonal of e�r is
marked, it is actually a Novikov incidence coefficientN.hpC1

k
; h

p�rC1

k�1
If r / between two

singularities hpC1

k
and hp�rC1

k�1
of consecutive indices of 'r .

Without loss of generality, we consider the orientations on the unstable manifolds of
critical points of index 2 to be consistent. In this case, the Novikov differential � is char-
acterized by Corollary 6.1.
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The proof follows by induction in r . Since d0 D 0, there are no algebraic cancellations
on the first step, f D f 1, '1 D ' and e�1 D �.'1/ D �.'/. Suppose that f r and
'r are defined and that the Novikov differential �.'r / is the submatrix of e�r obtained
when one removes all columns and rows corresponding to all primary pivots marked up
to diagonal r � 1 of e�r , i.e., N.hj

k
; hi

k�1
If r / D e�r

ij for all hj

k
; hi

k�1
2 Crit.f r /. We

must construct f rC1 and prove case rC1. We assume that there is a unique primary pivot
e�r

p�rC1;pC1 on the r-th diagonal of e�r . If we have more primary pivots fe�r
p`�rC1;p`C1g

on the r-th diagonal of e�r , we repeat the same construction for each pair of critical points
f.h

p`C1

k
; h

p`�rC1

k�1
/g obtaining a family of flows f'r

`
g such that 'r

`
has exactly two less

singularities than 'r
`�1

. Finally, the flow 'rC1 is obtained from 'r after the cancellation
of all pairs of critical points corresponding to primary pivots on the r-th diagonal. We also
assume that k D 1, i.e. e�r

p�rC1;pC1 is an entry in the first block and the pair of critical
points .hpC1

1 ; h
p�rC1
0 / is composed by a saddle and a sink. The proof of case k D 2 is

analogous.
Dynamical cancellation:
Let e�r

p�rC1;pC1 be a primary pivot on the r-th diagonal of e�r . It follows from Theo-
rem 6.4 that e�r

p�rC1;pC1 D ˙t` or e�r
p�rC1;pC1 D �t

z̀
˙ t`, ` < z̀ 2 Z. By the induc-

tion hypothesis, e�r
p�rC1;pC1 is a Novikov incidence coefficient between two singularities

h
pC1
1 and hp�rC1

0 of the flow 'r . For each � 2 Z, consider the pair of critical points
t�h

pC1
1 and t�C`h

p�rC1
0 of the lift F r of f r to the covering spaceM . Clearly F r can be

perturbed if necessary so that there are no critical points in .F r /�1Œ .c�C`;p�rC1 ; c�;pC1/ �
(for a nice proof of this fact see Lemma 3.2 in Salamon (1990)). Now, by Smale’s First
CancellationTheorem, one can equivariantly cancel the pairs of critical points t�hpC1

1 and
t�C`h

p�rC1
0 , for all � 2 Z, obtaining a newMorse–Smale function F rC1 W M ! R such

that Crit.F rC1/ D Crit.F r / n ft�h
pC1

k
; t�C`h

p�rC1

k�1
j � 2 Zg. We have the following

possibilities for F r :

1.a The saddle t�hpC1
1 connects with two different sinks t�C`h

p�rC1
0 and t�Cz̀

h
i0
0 . It

follows from Corollary 5.1 that for every other saddle tıhj
1

n.tıh
j
1 ; t

�Cz̀
h

i0
0 IF rC1/ D n.tıh

j
1 ; t

�C`h
p�rC1
0 IF r /C n.tıh

j
1 ; t

�Cz̀
h

i0
0 IF r /;

(6.4)
and

n.tıh
j
1 ; t

�Cz̀
hi

0IF rC1/ D n.tıh
j
1 ; t

�Cz̀
hi

0IF r /; i ¤ i0 (6.5)

If i0 D p� rC 1, since the cancellation is done equivariantly, a connecting orbit in
'r from tıh

j
1 to t�Cz̀

h
i0
0 creates a flow line starting at tıhj

1 with empty !-limit set.

1.b The saddle t�hpC1
1 connects with exactly one sink t�C`h

p�rC1
0 . In this case the

intersection numbers between critical points of F rC1 remain the same.
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Now define f rC1 W M ! S1 given by f rC1.x/ D Exp ıF rC1.y/, where y 2
E�1.x/ for all x 2 M . Since the cancellation was done equivariantly then f rC1 is a circle
valued Morse function which coincides with f r outside a neighborhood of the canceled
critical points and the orbits between them and Crit.f rC1/ D Crit.f r /nfh

pC1
1 ; h

p�rC1
0 g.

Consequently we have the following possibilities for f r :

2.a e�r
p�rC1;pC1 D ˙t` � t

z̀, where ` < z̀. In this case there is a double connection
between hpC1

1 and hp�rC1
0 in the flow 'r . This corresponds to case 1.a for i0 D

p�rC1. After the equivariant cancellation, there is no birth of connections between
consecutive critical points of F rC1, then

N.h
j
1 ; h

i
0If rC1/ D N.h

j
1 ; h

i
0If r / for all hj

1 ; h
i
0 2 Crit.f rC1/:

2.b e�r
p�rC1;pC1 D ˙t`. Consider all critical points hi

0 2 Crit.f rC1/ such that i <
p�rC1. Since the entry e�r

i;pC1 belongs to the submatrix�.'
r /, by Corollary 6.1,

we have two possible cases:

– e�r
i;pC1 D 0 for all i < p � r C 1 such that hi

0 2 Crit.f rC1/, which corre-
sponds to case 1.b. After the equivariant cancellation, the connections between
consecutive critical points of F rC1 remain the same, hence

N.h
j
1 ; h

i
0If rC1/ D N.h

j
1 ; h

i
0If r / for all hj

1 2 Crit.f rC1/:

– There exists i0 < p � r C 1 such that hi0
0 2 Crit.f rC1/, e�r

i0;pC1 D �t
z̀ and

e�r
i;pC1 D 0 for all i < p � r C 1 with i ¤ i0 and hi

0 2 Crit.f rC1/. In this
case, hpC1

1 connects two different sinks hp�rC1
0 and hi0

0 in the flow 'r , which
corresponds to case 1.a. It follows from (6.4) that for all hj

1 2 Crit.f rC1/

N.h
j
1 ; h

i0
0 If rC1/D

X

�2Z

n.hj ; t�hi0 IF rC1/t�

D
X

�2Z

n.t
z̀
hj ; t�Cz̀

hi0 IF rC1/t�

D
X

�2Z

h
n.t

z̀
h

j
1 ; t

�C`h
p�rC1
0 IF r /Cn.t

z̀
h

j
1 ; t

�Cz̀
h

i0
0 IF r /

i
t�

D
X

�2Z

n.h
j
1 ; t

�C`�z̀
h

p�rC1
0 IF r /t�C

X

�2Z

n.h
j
1 ; t

�h
i0
0 IF r /t�

D
X

��.`�z̀/2Z

n.h
j
1 ; t

�h
p�rC1
0 IF r /t��.`�z̀/ CN.h

j
1 ; h

i0
0 If r /

D N.h
j
1 ; h

p�rC1
0 If r /t

z̀�` CN.h
j
1 ; h

i0
0 If r /:

Moreover, N.hj
1 ; h

i
0If rC1/ D N.h

j
1 ; h

i
0If r / for i ¤ i0.



300 6. Homotopical Applications for Circle Valued Morse Functions

Algebraic-Dynamical Correspondence
Let e�r

p�rC1;pC1 be a primary pivot. We must analyze the entries e�rC1
i;j with i <

p � r C 1 and j > p C 1. If there is a primary pivot in column/row i or column/row j ,
then the e�rC1

i;j is not in �.'rC1/. Otherwise,

e�rC1
i;j D e�r

i;j �
e�r

p�rC1;j

e�r
p�rC1;pC1

e�r
i;pC1: (6.6)

Consider the case where the entry e�r
i;j is such that h

j
1 ; h

i
0 2 Crit.f rC1/. Hence, there

are no primary pivots in column/row i nor in column/row j and e�r
i;j is an entry of�.'

r /

of f r .

3.a If e�r
p�rC1;pC1 D ˙t` � t

z̀, it follows from Corollary 6.1 that e�r
i;pC1 D 0 for i <

p � r C 1 and hi
0 2 Crit.f rC1/. Thus, e�rC1

i;j D e�r
i;j . By the induction hypothesis

and item 2.a e�rC1
i;j D N.h

j
1 ; h

i
0If rC1/, for all j such that hj

1 2 Crit.f rC1/.

3.b If e�r
p�rC1;pC1 D ˙t`, we have two cases to consider.

– e�r
i;pC1 D 0 for all i < p � r C 1 such that hi

0 2 Crit.f rC1/. In this
case, e�rC1

i;j D e�r
i;j and, by the induction hypothesis and 2.b we have that

e�rC1
i;j D N.h

j
1 ; h

i
0If rC1/.

– there exists i0 < p � r C 1 with hi0
0 2 Crit.f rC1/, e�r

i0;pC1 D �t
z̀ and

e�r
i;pC1 D 0 for all i < p � r C 1 with i ¤ i0 and hi

0 2 Crit.f rC1/. By (6.6),
e�rC1

i;j D e�r
i;j C e�r

p�rC1;j t
z̀�`. It follows from the induction hypothesis

e�r
i;j D N.h

j
1 ; h

i
0If r / and e�r

p�rC1;j D N.h
j
1 ; h

p
0 If r /, hence, by 2.b we

have that e�rC1
i;j D N.h

j
1 ; h

i
0If rC1/.

An important consequence of the proof of Theorem 6.10 is that the spectral sequence
detects the birth of periodic orbits in the family f r of circle valued Morse functions.

Theorem 6.11 (Detecting Periodic Orbits). Suppose we are under the hypothesis of The-
orem 6.10. Then there exists a family of circle valued Morse functions ff rgr>1 as in
Theorem 6.10(1) such that, for each algebraic cancellation corresponding to a binomial
primary pivot�r

p�rC1;pC1 D �t` ˙ t
z̀, the associated dynamical cancellation of critical

points hpC1

k
and hp�rC1

k�1
causes the birth of a periodic orbit which crosses the regular

value f �1.a/ jz̀� `j times. This periodic orbit is an attractor if k D 0 and it is a repeller
if k D 1.
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Proof. Suppose that �r
p�rC1;pC1 D �t` ˙ t

z̀ is a binomial primary pivot. Then by the
Smale’s First Cancellation Theorem the pairs of critical points t�hpC1

k
and t�C`h

p�rC1

k�1

of F r in the covering spaceM cancel equivariantly for all � 2 Z. Moreover, the function
F rC1 coincides with F r outside a neighborhood U of the canceled critical points and the
connecting orbit between them and a flow line 
 from t��`h

pC1

k
to t�Cz̀

h
p�rC1

k�1
arises in

the negative gradient flow of F rC1. Choosing the diffeomorphism given by Assertion 4
in Chapter 5 of Milnor (2015) such that 
 coincides outside of U with the flow lines of
the negative gradient flow of F r going from t��`h

pC1

k
to t�C`h

p�rC1

k�1
and from t�h

pC1

k

to t�Cz̀
h

p�rC1

k�1
when we cancel equivariantly in M , we obtain a periodic orbit on the

negative gradient flow of f rC1 onM .



Conclusion

In this book, we have presented state of the art tools in homotopy theory applied to dynam-
ical systems by means of introducing Conley index theory and spectral sequence analysis
for gradient-like flows. The far reaching spectrum of the techniques presented herein en-
compass different classes of smooth flows such as, Morse flows, Morse–Smale flows and
Novikov flows.

We explored both the local homotopical invariants of the chain recurrent components,
as well as the global invariants associated to the phase space. Many of these invariants
are recorded in Lyapunov graphs which turn out to be useful global combinatorial objects
that address questions of realization and Morsification of their associated flows.

Also, by defining adequate filteredMorse chain complexes in each of the classes above,
the calculation via the dynamical spectral sequence of this complex has provided in depth
knowledge into cancellation of critical points through the death and birth of connections.

As we have emphasized several times throughout this text, the power of Conley in-
dex theory in dealing with nonsmooth vector fields, in particular piecewise smooth vector
fields is remarkable. This, in fact, has opened a new frontier of research that bridges Dy-
namical Systems and Singularity Theory.

We would like to close our final remarks by giving the reader a sneak preview of this
new frontier conquered by using the techniques described in this book. We refer the reader
to references Grulha Jr. et al. (2022, 2023), Lima, de Rezende, and Raminelli (2021), and
Montúfar and de Rezende (2020), for the complete works.

In Gutierrez and Sotomayor (1982), it was proven that the conditions for structural
stability of C 1-vector fields, proven in the smooth case by Peixoto (1963), still hold in
a non-smooth two-manifold M with singular locus composed by: cones C, cross-caps
W , double D and triple points T . Hence, by considering the continuous flow associated
to these piecewise smooth vector fields defined in Gutierrez and Sotomayor (1982), and
henceforth called GS flows, one can apply the techniques in Chapter 1 to compute the
Conley index of GS singularities. In Figure 6.29, we present a cross-cap singularity p of
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repelling nature as well as its isolating block. The homotopy Conley index of p is

h.S/ D S2 _ S2;

hence the homology Conley index of p is given by:

CHi .p/ D

�
Z ˚ Z; if i D 2
0; otherwise.

Figure 6.29: Cross-cap singularity and its homotopy Conley index.

By using the Poincaré–Hopf equalities in Chapters 2 and 4, a complete classification
of Lyapunov semigraphs associated to isolating blocks of GS singularities is now made
possible. Furthermore, global realization theorems for Lyapunov graphs associated to GS
flows on singular 2-manifolds can be obtained. See Figures 6.30 and 6.31.

(0, 0, 0)W

3

2

Realization

Figure 6.30: Realization of an abstract Lyapunov semigraph

By using the full power of the homotopical invariance of the Conley index, it is pos-
sible to speak of a homotopical deformation of the phase space while still retaining the
homological index. By using the techniques in Chapter 5, a filtered GS chain complex can
now be defined and its dynamical spectral sequence computed. See Figures 6.32 and 6.36.
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(0, 0, 3)D

(0, 3, 0)D

(0, 1, 0)C

(1, 0, 0)R (1, 0, 0)R

(0, 1, 0)R

(0, 0, 0)W

(1, 0, 0)W

2

1

1

1
11

1

3

1

Realization

Figure 6.31: Realization of an abstract Lyapunov graph labelled with GS singularities as
a GS flow on a singular 2-manifold
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Figure 6.32: Algebraic-dynamical correspondence detected by �1.
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Figure 6.33: Algebraic-dynamical correspondence detected by �2.
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Figure 6.34: Algebraic-dynamical correspondence detected by �3.
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Figure 6.35: Algebraic-dynamical correspondence detected by �3.
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Figure 6.36: Algebraic-dynamical correspondence detected by �4.
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